The Precision and Accuracy of AIRS Level 1B Radiances for
Climate Studies

‘Thomas Hearty®, Steve Gaiser®, Tom Pagano?, Hartmut Aumann®

Jet Propulsion Laboratory/California Institute of Technology, 4800 Oak Grove Drive,
o Pasadena, USA;

ABSTRACT

We investigate uncertainties in the Atmospheric Infrared Sounder (ATRS) radiances based on in-flight and pre-
flight calibration algorithms and observations. The global coverage and spectral resolution (A/AX ~ 1200} of
AIRS enable it to produce a data set that can be used as a climate data record over the lifetime of the instrument.
Therefore, we examine the effects of the uncertainties in the calibration and the detector stability on future climate
studies. The uncertainties of the parameters that go into the ATRS radiometric calibration are propagated to
estimate the accuracy of the radiances and any climate data record created from AIRS measurements. The
calculated radiance uncertainties are consistent with observations. Algorithm enhancements may be able to
reduce the radiance uncertainties by as much as 7%. We find that the orbital variation of the gain contributes a
brightness temperature bias of < 0.01 K. Although this can be removed by algorithm enhancements, it is smaller
than uncertainty of the gain for most channels.
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L. INTRODUCTION

The compcnents of the noise in the AIRS gain and radiance are analyzed by accounting for all of the parameters
that go into the gain and radiance equations. Section 2-describes the equations used in the AIRS Level 1B
radiance caleulations. Section 3 describes the error propagation equations used in this analysis. Section 4
describes the periodicities seen in some parameters. Section 5 describes the components to the uncertainty
in the AIRS gains. Section 6 describes the components to the uncertainty in the AIRS radiances. Section 7
describes the conclusions of this analysis,

We also examine the radiance uncertainties of three granules (i.e., 6 minutes of ATRS data) from June 20th,
2003 with very diflerent scene characteristics to understand how the radiance errors depend on the scene and
orbital characteristics:

1. Granule 119: Daytime Sahara
2. Granule 130: Antarctica

3. Granule 217: Daytime Bquatorial Pacific.

2. THE RADIANCE AND GAIN EQUATIONS

The radiance of each channel in the AIRS infrared spectra of Earth is determined from the following equation:

G045 + Ta(dns,; — dnogys) + aaldniy; — dnosyra)® 1)
1 + prpecos[2(6; — 8)]
where all parameters but 4; are functions of frequency,

@o,i,; = an offset applied because of the scan mirror (see Equation. 3).
@1 = the mean gain for the granule (gain_stats.mean).

Nsciy =
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dn; ; = the counts for the jth footprint of the ith scan.
drigfrqi = the detector offset for scan i calculated as described in the L1B Requirements document.
ag = second order coefficient obtained from pre-flight testing,
Pprpe = the product of the emissivity of the scan mirror, the polarization factor of the scan mirror, and the
polarization factor of the spectrometer determined from pre-flight testing.
; = is the scan angle of the jth footprint.
= the phase of the polarization of the AIRS spectrometer determined from pre-flight testing. This is currently
0 for all channels.” The denominator of the radiance equation is neglected for the analysis.

The gain is calculated for each scan and then averaged over the 135 scans in a granule. The gain for scan i
in units of radiance per count is calculated from the following equation:

Nove,i (1 4 prpicos2d) - ag i(Bobe) — aa(dnopes — dngrys)® )
dngpes — dngsyg :

Q14 =
where,

Nobe,i = Radiance of the on-board calibration (obe) blackbody source for scan i calculated as described in the
L1B Requirements document from telemetry and the Planck blackbody equation.

ap,; = the correction for the scan angle dependence at the angle of the obe.

Qobc = 7.

dnighe,; = counts measured from the obc source in scan 1. -

An offset is applied to the gain due to thermal emission from the scan mirror.

ag,i,i = Nm,-i X prpe X [8052(93 — 5) + 60825] (3)
where,

Np,; = Radiance of a unit emissivity surface at the scan mirror temperature obtamed from the telemetry and
the Planck blackbody equation. :

3. ERROR COMPONENTS
3.1. Error Propagation Equations

This analysis makes use of the standard error propagation equations and neglecis the off diagonal components of
the covariance matrix. The uncertainty in a given quantity, X, is denoted by AX. In some cases the uncertainty
is approximated by the standard deviation of that parameter, while in other cases it is inferred in other ways.

The uncertainty in the gain is derived from its components using the following equation:
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Bal
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Similarly the error of the radiance is calculated from its components using the following equation:
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The values used for the errors in the counts {Adng,, Adng., Adn,,) are derived in Section 3.2. The error in the
temperatures (ATp. and AT,,,) are taken from the L1B parameters that report the standard deviation of these
temperatures, input_bb_temp.dev and input_scan.mirror temp.dev, respectively. Since these temperatures
do show some time variability (see, Section 4) these estimates of their uncertainty are probably overestimated.
Nevertheless, their contributions to the total gain and radiance uncertainty is negligible.

Another way of looking at the total error of the radiance is to treat the gain as an independent parameter.
Then the radiance error propagation equation can be written as follows:

BN ON;
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where AG7 = &—alnjtT—asgs‘dev.

The compenents to the radiance uncertainty using both Equation 5 and Equation 6 will be investigated in
Secticn 6. For this analysis we have neglected the error terms due to the uncertainty of the scan mirror emissivity
and the OBC emissivity which Have been evaluated hy preflight measurements?:2

3.2. Error in Counts

The detector offset of the channels in modules M3 through M10 “droops.” The droop is compensated for in
these channels by having DC Restores every 20 minutes which clamp the electronics. Because of the droop, the
standard deviation of the counts for these channels is larger than the true uncertainty and cannot be used in
the error propagation equations described above (see Figure 1). However, the true uncertainty in the counts
can be inferred from the standard deviation of the space view signals, AS.,, and the standard deviation of the
blackbody signals, ASu;., which are given by the input_space_signals.dev and input_bb_signals.dev fields
in the limited engineering structures that provide statistics on the signals (i.e., counts — offset) rather than the
couiits.

The uncertainty in the space view counts (Adn,) and the space view offset (Adn,;s) can be derived if we
assume constant conversion factors between the standard deviation of space view signals and the uncertainty of
space View counts:

Adng, = Conste, x AS., (7)
Adrgrr = Constore % ASy, (8)

We estimated the conversion factors Coonst,, and Const,s; can be found by generating a pseude random distri-
bution of numbers with a mean of zerc and standard deviation of one. This distribution was used as & model for
the space view counts, dngy moder. An offset, digsys moder, Was calculated from this distribution using the saine
algorithm used for the ATRS space view offset calculation. Specifically, the offset for every “scan” was calculated
as the median of 8 numbers in the distribution, 4 from the current scan, 2 from the previous scan, and 2 from the
following scan. A scan is a set of 4 consecutive numbers in the distribution. A model distribution of space view
signals, Sy moder, can then be derived by subtracting their corresponding offsets {Le,, Seumodei = dlig, model -
dnggy, modeg} The conversion from the standard deviation of space view signals to space view counts is then,

Adnsv,model ‘ (9)

Constg, =
ASs'u,model

and the conversion from the standard deviation of space view signals to the standard deviaticn of the space view
offset is,

Ndiof s model (10)

Constyrr =
okl ASsv,modEI
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Figure 1. The uncertainty of the space view counts and the space view offset can be approximated using the standard
deviation of the space view signals. The apparent bifurcation of the noise in the counts seen in some modules is the
result of some channels using the A or B side only and other channels using both the A and the B sides of the detectors.
The uncertainty of the obc counts can be approximaied using the standard deviation of the obe signals and the staridard
deviation of the space view signals. '

Using an array with 1 million points gives Const,, = 1.05 and Consteps = 0.428. Thus, the uncertainty in
the space view counts is Adng, = 1.05 x input_space_signals.dev and the uncertainty in the space view offset
is Adngry = 0.428 x input_space signals.dev. This can be verified by comparing the model errors with the
actual errors for the channels from modules M1A, M1B, M2A, M2B, M11, and M12, that do not have droop
{Figure 1).

The uncertainty in the blackbody counts (Adnge.) can be derived from AS,p, and Adng sy

Adnge = 1/ (880)2 = (Adiog )2, (11)

where,
A8 = input_bb_signals.dev.

The noise in the scene counts can be inferred from the noise in space view counts and the noise in the obe
counts by converting the counts to photons and then assuming they obey Poisson statistics. The number of
photons in the space view, n.g,, can be derived from the number of counts, dn,,, using the conversion factor A:

Tgy = A X dng,. (12)

Thus, if we assume Poisson statistics the following is also true:

Ang, = A X Adng, = VA X dng,. {13)

Similar equaticns apply for the number of photens in the Earth scene, ng., and the obc view, ng.. Since the
signal of the scene is Se; ~ dng. — dngy and the signal of the obe is Sope ~ dnobe — Mgy, the uncertainty of the
scene counts can be expressed as follows;

S,
Adnge = \/S % ox (Adn2, — Adn2)) + Adn2,. (14)

b
obe oue
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Figure 2. The difference between Adns. for a 250 K reference scene using the approximations made here and the
approximations made in the PGE are displayed (i.e., Adnge - Adneepge. Both are caleulated for a 250 K reference scene).
The difference between Adng. using the approximations made in this analysis and the approximations made in the PCE
(ie, Adns - Adngepge). In this case, Adn,. is caleulated using the actual mean signal of the scene and Adngepge is
calculated for a 250 K reference scene. '

This analysis calculates Adng,, Adng., and Adn,, as described above and makes the following approximation:

Ss¢ _ input_scene_counts.mean — offset_stats.mean (15)

Sobe input_bb_signals.mean

3.3. The PGE Approximations

The Noise Equivalent Radiance (NeN) provided in the Level 1B data product is caleulated for a 250 K reference
scene using only the scene component from Equation 5 and Equation 6, ignoring the denominater and the second
order terms in the radiance equation. Thus,

NeN =|a7] x Adn,,. (16)

The PGE also makes slightly different approximations than are used in this analysis when calculating Adn...
Specifically, the PGE makes the following approximations:

Adng, = Iinput_space_signals.dev (17)
Adngp. = input_bb_signals.dev (18)
S.?c = Nsc (19)

Sobc Nobc

where the scene and obe radiances, N, and N, are calculated from the Planck blackbody formula for a 250 K
reference scene and the temperature of the on-board calibration source, respectively, The PGE approximations
work well for most channels. However, they result in a small channel dependent bias in the magnitude of Adn,,
(Figure 2). Also, the uncertainty in the scene counts can be significantly miscaleulated in some channels by using
a 250 K reference scene (Figure 2).

The uncertainty in the scene counts for most channels does not depend on the scene. However, the channels

in modules M1A, M1B, M2A, and M2B do depend on the scene temperature. Figure 3 displays the absolute
errors in the scene counts as they are calculated here and as they are calculated in the PQE for 2 granules
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Figure 3. The uncertainties in the scene counts are different than those used in the PGE NelN calculation because the
actual scene temperatures were used rather than the 250 K reference temperature.
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Figure 4. The error in the counts of channel 2333 is sensitive to the scene temperature and the error in the counts of
channel 1024 is not sensitive to scene temperature. The 3 granules described in Section 2 are marked with red circles.

-with different scene characteristics. Since the temperature can vary dramatically across a scene even within one
granule users shonld be aware that the NelN in the the Level IB data is calculated for a 250 K reference scene
and they should calculate their own NelN for scenes that differ from this using the NeN algerithm described in
the Level 1B Requirements document if their needs require a more accurate estimate of the NelN.

Using the algorithm adopted here which uses the average scene signals to calculate the uncertainty, a variation
can be seen with a period of half an orbital period for the channels that are sensitive to scene ternperature
(Figure 4). For most channels there is no significant periodicity in the NeN {or NEAT) as it is calculated in the
PGE. However, if the scene is accounted for as described in this document, the channels in Modules 1A, 1B, 24,
and 2B (e.g., channel 2338), which are the most affected by photon noise, do show a significant variability due
to the scene temperature. .
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Figure 5. The blackbody temperature shows an crhital periodicity. The scan mirror temperature also shows a sinuseidal
orbital periodicity and a daily periodicity that is not well modeled by a sine curve.

4. PERIODICITIES

In: addition to the periodicity seen in the uncertainty of the scene counts, many of the parameters used in the
AIRS gain and radiance calibration also show an orbital periodicity. The scan mirror temperature shows 2
pericdicities, a sinusoidally varying temperature with an orbital period and daily variation. Figure 5 shows the
blackbody temperature and the scan mirror temperature for a portion of the day on June 20th.

The space view offset and blackbody counts both show some variability depending on the channel. Figure 6
displays the time series of space view counts, blackbedy counts, blackbody signel, and the gain for 2 channels
that do not have DC Restores. For some channels the orbital variability is calibrated out when calculating the
signal and the gain (e.g., channel 204) and for other channels it is not {e.g., channel 2333).

5. GAIN ERRORS

The the error we calculated agrees well with the standard deviation of the gain over the granule suggesting no
significant sources of uncertainty have been omitted.

‘Since the gain can vary sinusoidally with an orbital period of ~ 99.31 minutes and we calculate a mean gain
for each 6 minute granule, the gain can have a maximum bias of ~ 0.19 x A (i.e., maxbias = 4 x sz’n[wt%}

b
where w = @2—% minutes™, £1 = 3 minutes, and A is the amplitude of the gain variation). Since the amplitude
of the gain variation is small, fhis error is generally less than the uncertainty in the gain itself. However, although
it should average out globally, the error due to the gain variation can produce a radiance bias in one direction
at the start of a granule and in the other direction at the end of the granule. Figure 7 displays the total gain
uncertainty in temperature units and the maximum bias that can be expected from using the average gain over
a granule. Although the bias can be larger than the uncertainty for some channels the absclute temperature bias
is small. Figure 7 also shows that for most channels the maximum error in the gain due to the orbital periodicity
Is less than the uncertainty in the gain. However, for some channels the maximum error due to the periodicity
can be roughly equal to or larger than the gain uncertainty.

Figure 8 displays the relative error of each component of the gain uncertainty by dividing each of the con-
tributions by the gain. The main contribution to the uncertainty of the gain is due to the uncertainty in the
counts of the obc and to a lesser extent to the uncertainty in the space view offset. The relative error due to
the uncertainty of the obc temperature and the scan mirror temperature is negligible compared with the other
components.
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Figure 6. The space view offset, the obc counts, and the obe signals show orbital periodicities. The periodicities seen in
the counts is mostly calibrated out of the signal for channel 204, bus it is still present in the signal of channel of channel
2333.
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Figure 7. The sum of all the gain error components in temperature units is compared with the maximum error expected
from the orbital periodicity. Although the bias is larger than the gain uncertainty for some channels the magnitude of
the bias is much smaller than other sources of error that go into the radiance caleulation.
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Figure 8. This figure shows the relative error for each of the compcnents to the error of the mean gain (i.e., @1) for 3
granules. The relative error is calculated by dividing each component by the absalute value of the mean gain.
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Figure 9. This figure shows the absolute contributions of each of the components to the radiance error. The components
calculated from Equation 5 are on the left and the components calculated from Equation 6 are on the right.

6. RADIANCE ERRORS

We calculate the radiance error components where Adn, is calculated as described in Equation 14. The difference
between the total radiance uncertainty caleulated by equations 5 and 6 is < 10~% K for most channels. The
uncertainties caleulated from Equation 6 is just slightly larger for some channels because the orbital variation of
the gain causes gain_stats.dev to be larger than the actual uncertainty of the gain.

Figure 9 shows the absolute radiance errors in temperature units. The uncertainty in the scene counts is
the largest contribution to the radiance error. Also, just as was the case for the gains, the contributions to
the radiance uncertainty due to the uncertainty in the obe temperature and the scan mirror temperatire are
negligible. The relative error depends on the seen, however, for a daytime ocean granule the radiance uncertainty
is < 1% more most channels. The uncertainties displayed in Figure 0 are consistent with comparisons of AIRS
data with Real-Time Global Sea Surface Temperature measurements.?

We can alse compare how good an approximation to the actual noise the NeN is by dividing the NeN
by the total radiance uncertainty (Figure 10). For most channels the NeN underestimates the total radiance
uncertainty by ~ 7%. This is simply because the NelN is an approximation of the scene component of the total
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Error components.

uncertainty of the radiance which neglects the other smaller components. Also, the NeN for a 250 K reference
scene underestimates the noise for warm scenes and overestimates the noise for cold scene in Modules 14, 1B,
2A, and 2B that are the maost affected by photon noise,

When the NeN calculated by the PGE is converted to NEAT for a 250 K reference scene it can either
overestimate or underestimate the actual NEAT depending on the scene (Figure 11). However, converting
the NelN provided by the PGE to an NEAT at the actual scene temperature improves the estimated NEdT
significantly.

7. CONCLUSIONS

1. The major component to the radiance uncertainty is the uncertainty in the scene counts.

2. The major component to the gain uncertainty is the uncertainty in the obe counts.



3. The NelN calculated by the level 1B PGE underestimates the radiance uncertainty by ~ 7% for most

channels. If necessary, this could be correct for by adding terms to the NelN equation to account for the
uncertainty of the offset and the gain.

4, For channels in Modules 1A, 1B, 2A, and 2B that are the most affected by photon noise, the NelN¥

caleulated using the mean scene signal is different than the NeN calculated in the PGE using a 250 K
reference temperature. Users should be aware of this difference.

5. The orbital variation of the gain results in small radiance biases at the beginning and ending of granules

{for some channels. For most channels this contributes to a brightness temperature bias of < 0.01 K. This
bias Is smaller than the uncertainty of the gain for mest channels.

6. After the uncertainty in the scene counts, the space view offset is the largest contributor to the radiance

uncertainty, If we implement algorithms to remove all other sources of uncertainty, the uncertainty in the
radiances can be improved by at most ~ 7%,

7. These analyses are based on: v3.0.5.0 of the AIRS Level 1B algorithms. More recent versions (> v3.7.12.x) in-

clude an improved offset calculation. The improved offset algorithm results in Consts, ~ 1.0 and Const,zy
~ 0.17. Thus, the assumptions made for calculating the NeN in the PGE are better and the uncertainties
due to the offset calculation are ~ 0.4 lower than what is reported in this paper.
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