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Abstract 

Transitional databases from Direct Numerical Simulation (DNS) of three-dimensional mixing layers for single- 
phase flows and two-phase flows with evaporation are analyzed and used to examine the typical hypothesis that 
the scalar dissipation Probability Distribution Function (PDF) may be modeled as a Gaussian. The databases 
encompass a singlecomponent fuel and four m u ~ t i c o m ~ n e n t  fuels, two initial Reynolds numbers (Re), two mass 
loadings for two-phase flows and two free-stream gas temperatures. Using the DNS calculated moments of the 
scalar-dissipation PDF, it is shown, consistent with existing experimentaI information on single-phase flows, that 
the Gaussian is a modest approximation of the DNS-extracted PDF, particularly poor in the range of the high 
scalar-dissipation values, which are significant for turbulent reaction rate modeling in non-premixed flows using 
flamelet models. With the same DNS calculated moments of the scalar-dissipation PDF and making a change of 
variables, a model of this PDF is proposed in the form of the 8-PDF which is shown to approximate much better 
the DNS-extracted PDF, particularly in the regime of the high scalar-dissipation values. Several types of statistical 
measures are calculated over the ensemble of the fourteen databases. For each statistical measure, the proposed P- 
PDF model is shown to be much superior to the Gaussian in approximating the DNS-extracted PDF. Additionally, 
the agreement between the DNS-extracted PDF and the p-PDF wen improves when the comparison is performed 
for higher initial Re layers, whereas the comparison with the Gaussian is independent of the initial Re values. For 
two-phase flows, the comparison between the DNS-extracted PDF and the P-PDF also improves with increasing 
free-stream gas temperature and mass loading. The higher fidelity approximation of &he DNS-extracted PDF by 
the P-PDF with increasing Re, gas temperature and mass loading bodes well for turbulent reaction rate modeling. 
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1. Introduction merely distwts these flames, thus increasing their sur- 
face and augmenting the reaction rate; these are called 
'flan~elet' models. 6 these simplified models, the tur- 

In non-premixed turbulent combustion models it is bulent reaction rate is assumed to be proportional to 
often assumed that flames are infinitesimally thin with the scalar dissipation, which is specified a respect to turbulence scales, and thus that turbulence 



mathematical form. TLpically, the PDF of scalar dis- 
sipation is assumed to be a Gaussian despite recent 
experimental evidence that in flows at engineering rel- 
evant Reynolds numbers (Re) this may not be a very 
good approximation. 

The&vestigations of the last decade were primar- 
ily concentrated on analyzing the scalar dissipation in 
sisg!e-phse (S?) flvzs. Beth txptr imnts ~ i t h  !iq- 
uid (i.e. Sc = 0(102) conditions) [I] and gaseous 
flows (i.e. S c  = O(1) conditions) [3] were per- 
formed. Passive scalars have been previously stud- 
ied [2]-[7] (in the 171 spray engine, the drops have a 
4 ms stay in pressurized air, after which the result- 
ing gas is injected in the measurement chamber) and 
[8]. Active, reactive scalars have d s o  been investi- 
gated [9]-[24]. The relationship between scalar dissi- 
pation and strain in non-reacting turbulent planar jets 
at atmospheric pressure has also been addressed [6]. 
Some experimentalists [4] [8] concentrated on mea- 
suring the dissipation in propane jets (seeded with 
acetone) co-flowing with air. Others [9] 11 11-[14] 
focussed on measuring the scalar dissipation for at- 
mospheric methanefair jet flames; someevidence was 
shown [ l l ]  introducing skepticism about the applica- 
bility of flamelet concepts to those flames. 

If one defines 

where 13 is an effective (constant) diffusion coef- 
ficient defined as the proportionality coefficient be- 
tween the vapor mass flux and cmV(X,/m), c is the 
molar density, m is the molar mass (subscript v de- 
notes the vapor), X is the mole fraction and p = mc 
is the mass density, then the inquiry on the mathemat- 
ical form of the scalar dissipation PDF translates into 
finding the mathematical form of the log(K) PDF, 
where K = x/V. All experimental investigations 
of passive scalars, e.g. [ I ]  [7] [8], show that the PDF 
of log(K) is indeed close to a Gaussian, but that it 
exhibits a small negative skewness that distinguishes 
it from the Gaussian (which has null skewness). The 
departure from Gaussian was shown [8] to hold at sig- 
nificant values and over an engineering-useful range 
of (outer scale) Re (3290 to 8330). When condi- 
tioned to larger Re, the skewness magnitude was re- 
duced, consistent with lucid discussions 153 regarding 
the subtle departure ftom local isotropy for both iner- 
tial and dissipation scales at experimentally attainable 
values of (rather than infinite) Re and with consider- 
ations on the scalar PDF tails. However, for the Re 
magnitudes relevant to engineering applications, the 
non-Gaussian behavior prevails, as also experimen- 
tally found [ I l l  for active scalars. 

The scalar dissipation in two-phase (IT) flows re- 
mains virtually unaddressed despite its relevance to 
sprays and general heterogeneous combustion. Also, 
for both SP and TP flows there have been no attempts 
to inquire whether PDF forms other than Gaussian are 
better representations of the actual scalar-dissipation 
PDE The present study palliates to these unfulfilIed 

needs by systematically analyzing the scalar dissipa- 
tion for a variety of realizations obtained under dif- 
ferent conditions and by ultimately proposing a better 
representation of the actual scalar dissipation, ~articu- 
l&ly with increasing Re and gas temperature; where 
the flamelet model is justified. The flows analyzed 
are transitional states obtained from Direct Numeri- 
ca! Sim!ztlnn (ENS). 

2. Description of the conservation equations 
The DNS equations have been presented in detail 

elsewhere [15]-[17] and thus only a succinct descrip- 
tion is given here, the reader being referred to those 
extensive publications for particular information. 

For SP flows, the DNS equations consist of 
the perfect-gas equation of state coupled to three- 
dimensional (3D) Eulerian conservation equations for 
mass, momentum, energy and species, each equa- 
tion having transient, convection and diffusion terms. 
For TP flows, the gas-phase Eulerian equations are 
complemented with Lagrangian conservation equa- 
tions following each physical drop in its trajectory as 
it changes mass, momentum, energy and (if relevant) 
species, due to its dynamic and thermodynamic inter- 
action with the gas, here taken to be air. Because the 
drops are much smaller than the Kolmogorov scale, 
they can be treated as sources of mass, species, mo- 
mentum and energy for the gas 1181 (e.g. [19]). Thus, 
the interaction of the drops with the gas manifests as 
mass, species, momentum and energy source terms 
in the gas conservation equations, coupling thus the 
drops and gas. A geometric weighting factw distrib- 
utes each drop contributions to the nearest eight grid 
points in proportion to its distance from the drop io- 
cation. Because numerical diffusion induced by dis- 
tributing the Lagrangian source terms at the Eulerian 
nodes is proportional to the ratio of the drop volume 
by the discretization volume, this potential effect is 
here negligible since this ratio is initially 0(10-~) 
and decreases with time as the drops evaporate. Al- 
though a model is used to describe the drops' behavior 
and thus the TP simulations are not strictly DNS, this 
terminology [20] has been adopted in the literature 
[15]-[19] and is also used here for consistency. The 
drop model has been experimentally validated [21]. 

For each TP simulation, the drops consist of ei- 
ther a singlecomponent (SC) or a multicomponent 
(MC) liquid having initially the same identity for all 
drops; for SC simulations, the liquid identity natu- 
rally remains the same for all drops during the calcu- 
lations, however, for MC simulations each drop de- 
velops its own liquid composition according to its 
dynamidthermodynamic history due to preferential 
evaporation of some species with respect to others. 
Thus, for SC simulations, the vapor partial density is 
sufficient to describe the gas composition because the 
mixture is vapor and air. However, for MC liquid 
drops, the information about the vapor partial den- 
sity is complemented by the details of the composi- 
tion both for the liquid and the evolving vapor due to 
evaporation. 



The mathematical description of the composition 
for practical liquid fuels containing hundreds or thou- 
sands of species has been pioneered [22] using Con- 
tinuous Thermodynamic (CT) concepts [23] [24]. 
In the CT theory the chemical potential for a mix- 
ture containing numerous components is appropri- 
ately represented, and the Gibbs function is derived 
+ ..-.. -h mntan..ln- thb--d.-nn;n m a t h r r A r  :n r a m *  A," US,, I I I V I ~ b U I U  U I ~ I I I I " . ,  C . I I b U I " U O  11. CILI,,.. 

of the probability distribution function (PDQ de- 
scribing the mixture composition. The concepts are 
fundamental and independent of the physicochemi- 
cal model chosen for the chemical potential. Hav- 
ing specified an initial composition PDF, the evolu- 
tion of the mixture is governed by thermodynamic re- 
lationships andlor conservation equations. Although 
the most general PDF will depend on many variables, 
it has been shown, with validation, that the single- 
Gamma PDF depending on m can represent a homol- 
ogous species class [24] [25]. Single-Gamma PDF 
models applied to drop evaporation [22] have been 
shown [26] to be restricted to negligible fuel vapor 
in the drop-sumunding gas. A combination of two 
Gamma PDFs @GPDF) as a function of m is neces- 
sary to capture the evaporation of drops in a gas con- 
taining substantial fuel vapor [26]. as in sprays. More- 
over, the DGPDF concept has been enlarged 1271 
through appropriate thermodynamic modeling and it 
was shown that a single DGPDF can represent severat 
homologous species classes. 

3. Results 

3.1. Description of the databases 
The DNS equations have been solved in a 3D tem- 

poral mixing layer of dimensions (L1 x La x LQ) with 
(XI, ~ 2 ~ x 3 )  being the streamwise, cross-stream and 
spanwise directions, respectively (see Fig. I in [15]) 
for the conditions listed in Table 1 encompassing SP 
MC, TP SC and TP MC simulations. Perturbations 
were used to excite the layer in order to induce roll- 
up and pairing [IS] 1281. For TP flows, initially, all 
the drops are in the lower stream and have the same 
temperature, Td,o (subscript 0 denotes initial condi- 
tion), which is lower than both the initial gas temper- 
ature To and the liquid boiling point temperature to 
promote evaporation; the initial velocity of each drop 
is the same as that of the gas phase at its location. The 
dmp size distribution is specified through the Stokes 
number St = T ~ A U O / ~ ~ , O ,  as given as in Table 1; 
AU, = 2Uo is the initial velocity difference across 
the layer with UO = M,,O~R,TOC~,,/C,,, where 
Mc,o is the convective Mach number, R, = &,/ma 
where R, is the universal gas constant and subscript 
a denotes the carrier gas (here air), C, and C, are 
constant-pressure and constant-volume heat capaci- 
ties, ~d = p I ~ 2 /  (1811) is a characteristic drop time 
constant where D is the drop diameter and p is the 
gas viscosity, and d,,~ is the initial vorticity thick- 
ness calculated as in [15]. The specified value of 
Rea  = p,AUoG,,o/p is used to calculate p. The 

thermd conductivity and diffusivity are computed us- 
ing this vaiue of p and specified values of Prandtl, 
PT, and Schmidt, Sc, numbers (Pr = Sc, 0.696 at 
To = 375 I( and 0.694 at To = 400 K [21]). The 
initial number of drops, No, is determined by the ini- 
tial mass loading MLo (initial ratio of liquid mass 
to mass of carrier gas in drop-laden pad of domain). 
Fc: d! T? si~;!a.ons, the vzpc:=: mc!x fr::c~ons i~ 
the lower stream, x:,,, and upper snearn, Xt,o, are 
here specified z,, = X:, = 0 for the SC fuel (n- 
decane) and for MC fuels (an arbitrarily small 
non-null value is necessary to avoid instabilities). For 
each MC liquid, the free-stream vapor composition 
is found from a single-drop simulation in air at the 
specified To, being chosen to be the first-time-step 
surface-vapor composition. For SP MC simulations, 

1 X,,o = 10-I and X& = SO as to create a 
vapor mass flux between the two streams; the value 
of 10-I approximately corresponds to the average 
lower-stream value encountered at transitional states 
in TP simulations. 

The boundary conditions in the ( X I ,  xs) homoge- 
neous directions were periodic and adiabatic slip-wall 
conditions derived for MC mixtures [16] were utilized 
in the xz direction. For TP flows, drops reaching the 
slip walls were assumed to stick to them. 

The numerics consisted of an eighth-order cen- 
tral finite difference discretization in space and a 
fourth-order Runge-Kutta for temporal advancement. 
A fourth-order Lagrange interpolation was used to 
obtain gas-phase variable values at drop locations. 
Drops whose mass decreased below 3% of the ini- 
tial mass were removed from the calculation; for all 
computations, mass was conserved in the system to a 
maximum relative error of 0(10-~). The time step 
was controlled by the CFL number. The grid size was 
chosen such that resolution was excellent as mani- 
fested by velocity-fluctuation-based one-dimensional 
energy spectra which showed no accumulation of en- 
ergy at the small scales [I51 [I?]. Each simulation 
reached a transitional state, evidenced by a smooth 
energy spectrum except for a smdl peak at the per- 
turbation frequency. It is the set of these transitional 
states that constitutes the present database. 

The SC fuel was n-decane 1151 and the MC fuels 
were diesel and three kerosenes (Jet A, RP-1 and JP- 
7) [17] whose composition [29] was provided by Ed- 
wards [30] and is shown elsewhere 1161 as a Single- 
Gamma PDF. Thermodynamic and transport proper- 
ties for these fuels are available 1151-[17]. 

3.2. Scalar dissipation visualizations 
Displayed in Fig. 1 are contour plots of log,, (K) 

at transition for selected simulations. For SP simula- 
tions, cX, is a passive scalar, however, for TP sim- 
ulations it is an active scalar as it originates from 
phase change. In all cases, the known filamentary as- 
pect of log,,(K) [8] is evident with regions of high 
and low values being adjacent. Comparing SP and 
TP flows at same initial conditions (Figs. If versus 



Id and le) one detects higher local structure when 
MLo # 0 ,  which is amplified with increasing MLo 
(Pigs. l a  versus lb; Id versus le). This increased 
structure is also evident in comparisons of all realiza- 
tions in Fig. 1 with Fig. 2 of [8] and is attributed to 
the droplflow interaction. Basically, the vapor source 
terms locally increase X,, thus generating higher gra- 
dian;a, sjcc&h~z iiw:lh is ;jFjc& ff 3 fiowj, Ii- 
creasing Re0  also leads to more convoluted contours 
(Figs. l a  versus lc), being the expected result of the 
increasing flow turbulence. At same specified ini- 
tial conditions, the structure increases for diesel com- 
pared with n-decane (Figs. Id versus la; l e  versus 
Ib) which is a manifestation of the ionger evapora- 
tion time of diesel drops, promoting additional local 
droplflow interactions, whereas the intensity is larger 
for n-decme than for diesel because of the larger n- 
decane evaporation rate. All kerosenes display less 
scalar-dissipation structure than diesel (not shown), 
this resulting from the shorter drop evaporation time. 
Finally, as TD increases, the structure of the scalar dis- 
sipation decreases as well (not shown), also owing to 
the more vigorous drop evaporation. 

3.3. DNS-extracted versus Gaussian PDF 
The PDFs were calculated either over 122/6,,0l < 

4 (domain denoted (ml-4)) so as to exclude the qui- 
escent upper and Lower streams (see Fig. 1) or over 
/x2 /CY,,~ 1 < 2 (domain denoted (ml-2)) to further re- 
strict the range of local Ite to the highest values in 
the mixing layer. The first two moments of the DNS- 
extracted PDF in (ml-4) are listed in Table 2. All 
mean values are negatives indicating that K f [0 ,  11; 
in fact, calculations show that K 6 10-l. Because 
larger absolute values of the PDF mean correspond 
to smaller mean of K, Table 2 shows for TP cases 
that with increasing Reo or MLo the mean of K is 
smaller but its standard deviation is larger, resulting 
from to the increased range of scales with both para- 
meters. At same specified initial conditions, the mean 
of K is larger and the variance is smaller for n-decane 
than for the MC fuels, and the mean o f  K is larger 
for kerosenes than for diesel with no clear trend for 
the variance. Finally, at higher TO, the mean of K 
is larger and so is its variance, indicating a more inhi- 
cate flow structure. For SPRows, at the larger Re0 the 
mean of K is not affected but its variance increases, 
which is again a manifestation of the increased range 
of flow scales. 

Typical DNS-extracted PDFs of logl0(K) are pre- 
sented in Fig. 2 along with the corresponding 
Gaussian calculated with the moments of the DNS- 
extracted PDF. Because the moments defining the 
Gaussian are exact, the comparison of Fig. 2 is exclu- 
sively devoted to the mathematical form of the PDF. 
Clearly, the Gaussian overestimates/underestimates 
the exact PDF in the largesr/smallest scalar dissi- 
pation values regime, as particularly evident in the 
logarithmic-axis plots; while in between the extreme 
values, either overestimates or underestimates may 
occur both of which are enhanced at larger Re0 or To 

(not shown) or with higher fuel volatility, and which 
subside with increased MLo.  Evidently, there is a 
substantial discrepancy between the Gaussian and ex- 
act PDF, particularly at the largest scalar-dissipation 
values significant for flamelet modeling. 

3.4. Proposed scalar. dissipation PDF model 
r",. ---~--: - 
L I E  WULLGULIIIII~S ~f G~uss ia i~  FZF ~f 

log,,(K) p r o ~ ~ ~ p t  a reconsideration for the repre- 
sentation of the DNS-extracted PDF. Just as for the 
Gaussian PDF, we decouple here the two issues of 
PDF-moment modeling and PDF shape, and concen- 
trate only on the latter by utilizing the DNS-calculated 
moments. That is, if we find a better than Gaussian 
model for the PDF shape, the outcome will be the 
best attainable model for that PDF given that under 
usual circumstances moment modeling will naturally 
introduce inaccuracies. 

The shape of the DNS-extracted PDFs in Fig. 
2 suggests exploring whether the 8-PDF is a bet- 
ter choice than the Gaussian. However, while the 
Gaussian is defined over W, the P-PDF is only de- 
fined for intervals in W+. A change of variabies 
can palliate this potential problem and also provide 
a non-dimensionalization that facilitates comparisons 
among DNS-extracted, Gaussian and ,8 PDFs. We 
define A as the ensemble of all values of loglo(K), 
a - m i n ~ [ l o g , ~ ( K ) ]  and b = max~[log,,(K)]. 
Then, with XX - Ilog,,(K) - a ] / [ b  - a] where 
XX E [O, I], and real numbers p and q 

where Pg is the P-PDF whose mean is [ p / ( p + q ) ]  and 
variance is ( p q / [ @  + g)2(1 + p -t q ) ] ) ,  and where 
r is the Gamma function. The focus is now on PDFs 
of XX, postponing to further a posteriori studies the 
return to the log,,(K) PDF. 

Plotted in Fig. 3 are DNS-extracted, Gaussian and 
,B PDFs of XX for the same simdations as in Fig. 2. 
Evidently, P p ( X X ;  p, q, 0 , l )  is a much better repre- 
sentation of the exact PDF than the Gaussian, espe- 
cially in the range of high XX where loglo (K) his 
large values; inherently, the Gaussian does not have 
the mathematical form of the exact PDF, independent 
of the system of coordinates. 

Results obtained for dl simulations emulate those 
of Fig. 3. To quantify the departures of the Gaussian 
and ,B PDFs from the corresponding DNS-extracted 
PDF, several statistical tests were performed over the 
ensemble of all simulations, and these results are 
listed in Table 3. Three ensembles of DNS-extmcted 
PDFs were considered: (ml-4). (ml-2), and (ml- 
4)U(ml-2). One test calculated the maximum absolute 



difference, another computed the absolute mean dif- 
ference and yet another the r.m.s. A useful statistics 
is the Kolmogorov-Smirnov test that measures the ab- 
solute difference, K-S, between two cumulative dis- 
tribution functions 1311; its usefulness consists in the 
fact that if two data sets are drawn from the same dis- 
tribution, the distribution of the statistics can be cal- 
cu!zed, -:;hich gixs  the sig~.Ifi~m.?~~, ef the 20s-nz!! 
value of K-S. Finally, the least-square fit constant and 
the correlation were also calculated. A cursory look 
at Table 3 indicates that because for each statistics 
type the standard deviation is smaller than the mean, 
all mean values are statistically significant. A closer 
examination shows that d l  statistics are consistent in 
that the P-PDF is superior to the Gaussian in repre- 
senting the DNS-extracted PDF. The most dramatic 
comparison is that of the absolute mean difference 
where over (ml-4) both mean and standard deviation 
are smaller for the P-PDF by 4 orders of magnitude 
compared with those of the Gaussian; over (ml-2) and 
(mf-4)~(ml-2) the mean and standard deviation are 
smaller for the P-PDF by about 3 orders of magni- 
tude compared with the Gaussian. The least dramatic 
statistics are the correlation and least-square fit which 
show comparable (but still superior for the P-PDF) re- 
sults both for the mean and (with two exceptions) for 
the standard deviation (a smaller standard deviation 
makes the mean result more significant). 

4. Conclusions 
Transitional databases from DNS of single-phase 

multicomponent flows and evaporating two-phase 
flows of either singlecomponent or multicomponent 
fuel type were utilized to analyze the scdar dissipa- 
tion. These transitional databases were obtained from 
calculations of 3D mixing layers; although the data- 
bases do not represent fully turbulent andlor combus- 
tion cases, variation trends with increasing Re, source 
strength for active scalars and initial gas temperature 
project the results validity to the turbulent combus- 
tion realm. Scalar-dissipation contour plots displayed 
the filamentary aspect found in experiments and ex- 
hibited a high degree of convolution and structure 
which increased with increasing initial mass loading 
of the drops, with decreased fuel volatility, and with 
decreased initial gas temperature. PDFs of the DNS- 
extracted scalar dissipation were calculated both over 
the mixing layer excluding the free streams and over 
an even more restricted part of the mixing layer rep- 
resenting its core. In all cases a Gaussian calcuIated 
using the moments of the DNS-extracted scalar dissi- 
pation displayed erratic agreement with the exact PDF 
over most of the range of scalar product values, with 
underestimates for the very small values, which are of 
limited interest, and overestimates for the very large 
values that are of paramount interest in flamelet mod- 
els. An inquiry into better models than the Gaussian 
showed that within a new system of scalar-dissipation 
coordinates, the 8-PDF calculated with the exact mo- 
ments is a much superior representation of the DNS- 
extracted PDF, particularly in the regime of large 

scalar dissipation values. Six types of statistics were 
performed over the ensemble of the DNS realizations 
to quantify the deparmre of either Gaussian or P-PDF 
from the DNS-extracted PDF. Each statistics confirms 
the visually observed superiority of the P-PDF over 
the Gaussian. 

This study was conducted at the Jet Propulsion 
Laboratory (JF'L), California Institute of Technology 
(Caltech), under the partial sponsorship of the Donors 
of The Petroleum Research Fund administered by the 
American Chemical Society through a grant (to JB) 
for Caltech Post Doctoral Fellow (LS) support and of 
the U.S. Department of Energy. Computational re- 
sources were provided by the &percotn~uting facility 
at JPL. 
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Case fuel To MLo pl Reo Xb,o ((Do)} No 
~ 1 0 ~  x ~ o - ~  

dec375ML2R5 decane 375 0.2 642 500 X;., 8.600 2993 
, - 

dec375ML2R6 decane 375 0.2 642 600 X,", 8.600 2993 
dec375ML5R5 decane 375 0.5 642 500 X 8.600 7480 
die375MLOR5 diesel 375 0 NA 500 10-I NA NA 
die375MUJR6 diesel 375 0 NA 600 10-I NA NA 
die375ML2R5* diesel 375 0.2 828 500 X:o 7.601 2586 
die375ML5R5 diesel 375 0.5 828 500 X,", 7.601 6451 
die400ML2R5 diesel 400 0.2 828 500 X:,, 7.359 2670 

jetA375ML2R5 Jet A 375 0.2 800 500 X 7.732 2543 
jetA400ML2R5 Jet A 400 0.2 800 500 X:,, 7.487 2626 
rp1375ML2R5 RP-1 375 0.2 800 500 X:,, 7.732 2600 
rp140OML2R5 FP-1 400 0.2 800 500 .X:, 7.487 2626 
jp7375ML2R5 JF-7 375 0.2 800 500 X:,, 7.732 2541 
jp7400ML2R5 JP-7 400 0.2 800 500 X,", 7.487 2626 

Table 1: Initial conditions. To in K, p, in kg/m3, Do in m In all simulations, Mc,o=0.35, 6,,a=6.859~ 10-~rn, { [St0 ]]=3 
and ({(Sto - { { ~ t o ) ) ) ~ ) ) ~ / * , 0 . 5 ,  the double curly brackets denoting drop-ensemble averaging. Td+45K, X;,, = 0 for 
n-decane and XE,o == for ail MC fuek. For n-decane and RM = 500 the grid is 2 5 6 x 2 8 8 ~  160, and for RQ = 600 
the grid is 288 x 320 x 176. For all MC fuels and Rm = 500 the grid is 3 6 0 x 4 0 0 ~  216 and for Reo = 600 the gnd is 
432x480~260. The baseline case is indicated by a superscript asterisk. The n-decane and the jetA37SML2lU simulations were 
performed on a SGI Origin 2000 platform (on 64, R12000, 300MHz processors); dec375ML2R.5 was performed on the same 
Origin but on 32 processors; all other simulations were conducted on a SGI Altix 3000 machine (on 32, Intel itanium2, 900MHz 
process&). 



Case mean variance 
dec375ML2R5 -3.19 6 . 1 7 ~  lo-' 
dec375ML2R6 -3.23 6.31 x lo-' 
dec375ML5R5 -3.20 6.48 x loL1 
die375MLOR5 -4.22 7.95 x 10-I 
die375MLOR6 -4.22 9.34 ~ 1 0 - I  
die375ML2R5 -3.82 6.83 x 10-I 
die375ML5R5 -3.68 7 . 5 3 ~  10-I 
die400ML2RS -3.63 7 . 0 2 ~  loL1 

jetA375ML2R5 -3.43 6 . 8 6 ~  lo-' 
jetA400ML2R5 -3.25 7.03 x 10-I 
rp1375ML2R5 -3.5 1 6.77 x lo-' 
rp1400ML2R5 -3.29 7 . 1 7 ~ 1 0 - I  
jp7375ML2R5 -3.47 6.78 x 10-I 
jp7400ML2R5 -3.25 7 . 1 9 ~  10-I 

Table 2: First two moments of the logIo(K) 
DNS-extracted PDF in l(x2I6,,o)1<4. 



maxd meand r.rn.s. K-S 1s con 
3.2~10-I 1 . 4 ~  1 0 - q . 2 ~  10-I 1 . 9 ~  lo-' 9 . 9 7 3 ~  10-I 9.958 ~ 1 0 ~ '  
2.7~10-I 1.1 x10u6 8.5x10-~ 1 . 2 ~ 1 0 - ~  9.997~10-' 9 .978~10-~  
1.7 x10-' 6 . 2 ~  6 . 0 ~  lo-' 9.3 x10-' 4.198 x 1 0 - v . 3 2 8  x lop' 
l .0xl0-~ 6 . 3 ~  3 . 2 ~  5 . 0 ~  4 . 9 8 3 ~  1.819x10-~ 
3.3 x10-' 1 . 4 ~  1 0 - v . 2 ~  lo-' 2 . 0 ~  9.956~ lo-' 9 .950~  10-I 
2.6 x 2 . 4 ~  1 0 - 9 . 2 ~  1 0 - 9 . 2 ~  1 0 - v . 9 9 9 ~  lo-' 9.976 x 
1.6~10-I 9.3 x lo-* 5.9~10-' 9.5 x 1 0 - q . 3 3 3 ~  10-"-741 ~ 1 0 - A  
8.2x10-~ 1 . 2 ~  33.4 6 . 0 ~  loL3 5 .217~ 2 .346~10-~  
3.3 x 10-I 1 . 4 ~  1 . 2 ~  10-I 2 . 0 ~ 1 0 - q . 9 6 4 ~  10-I 9 .954~ lo-' 
2.6 x10-I 1.8 x 8.3 x lo-' 1 . 2 ~  10V2 9 .998~  10-I 9.977 x 10-I 
1.6~10-I 7 . 8 ~  5 . 9 ~  IOU' 9 . 3 ~  lo-" 4 .790~ lo-" 5 .006~  lo-" 
9.2 x 1 . 2 ~  3 . 4 ~  5 . 4 ~  5.008 x 2.065 x loA3 

(ml-4) 

r (ml-2) 

(ml-2) 
U 
(ml-4) 

Table 3: Statistics, both mean and standard deviation (std. dev.), of the Gaussian and PDFs deviations from the DNS-extracted 
PDF of XX calculated over the ensemble of databases of Table I. "maxdn= maximum absolute difference; "meand= absolute 
mean difference; "r.m.s."= root mean square of the absolute difference; "K-S" = Kolmogomv-Srnimov test; "Is"= least square 
fit constant; "cod"'  correlation. "ml-4" and "d-2" signify that the DNS-exfxacted PDFs were calcuIated over l(x2/6,,o)lc4 or 
1(~~/6 ,+~)1<2,  respectively. 
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mean 
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Fig. 1: Contom plots of log,,(K) in the between-the-braid plane z3/Lz = 0.5 for a) dec375MUR5, h) dec375MLSRS. c) 

dec375MLZR6, d) die375ML2R5, e) die375MLSR5, and 0 die375MLOR5. 



Fig. 2:  DNS-exmacted PDF of loglo (K) and Gaussian PDF 
constructed with the moments of the DNS-extracted PDF 
wer /x2/cSu,o I < 4. a) die375MLOR5, b) die375MLOR6 
and c )  die375ML2R5. 






