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Abstract-In this paper, we describe the development 
roadmap and discuss the various challenges of an evolvable 
and extensible multi-mission telecom planning and analysis 
framework. Our long-term goal is to develop a set of 
powerful flexible telecommunications analysis tools that can 
be easily adapted to different missions while maintain the 
common Deep Space Communication requirements. The 
ability of re-using the DSN ground models and the common 
software utilities in our adaptations has contributed 
significantly to our development efforts measured in terms 
of consistency, accuracy, and minimal effort redundancy, 
which can translate into shorter development time and major 
cost savings for the individual missions. In our roadmap, we 
will address the design principles, technical achievements 
and the associated challenges for following telecom analysis 
tools (i) Telecom Forecaster Predictor - TFP (ii) Unified 
Telecom Predictor - UTP (iii) Generalized Telecom 
Predictor - GTP (iv) Generic TFP (v) Web-based TFP (vi) 
Application Program Interface - API (vii) Mars Relay 
Network Planning Tool - MRNPT. 
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1 .  INTRODUCTION 

In this paper we describe the development roadmap, and 
discuss the various challenges of an evolvable and 
extensible multi-mission telecom planning and analysis 
framework. Our multi-mission core development is 
primarily funded by the Deep Space Mission Subsystem 
(DSMS) of the Interplanetary Network Directorate (IND), 
and mission adaptations are funded in general by the 
individual projects. 

Our fundamental design framework for the telecom analysis 
tools is based on the following four principles. The Multi- 
Mission Infrastructure allows us to establish common 
telecom models, software components, and interfaces that 
can be shared by different missions, which helps us to 
shorten the development life cycle as well as reduces the 
development cost. Our Computational-based Sofn~are 
Architecture enables the usage of advanced mathematical 
and optimized software algorithms during both the 
development and operational phases. The Analysis 
Framework for Mission Lifecycle Development principle 
provides us a seamless transition of spacecraft telecom 
models from pre-phase-A through phase E because all DSN 
ground performance models and most of the software 
utilities share the same baseline. Finally, the Modular 
Design architecture allows individual modules such as the 
visualization, modeling, interface, and back-end processing 
functions to be de-coupled from the mainframe and can be 
used or extended as stand-alone functions in the plug-and- 
play mode. 

Based on these principles, we have developed a series of 
tools to fulfill the needs for a set of powerful, easily 
adaptable, multi-mission telecommunications analysis tools. 
Our first and core development of such tools is the Telecom 
Forecaster Predictor (TFP), which provides the link analysis 
for between a deep space station and a spacecraft via a 
graphical user interface of telecom parameters. Currently 
five JPL missions use TFP as their operational link analysis 
tool, and adaptations exist for 13 missions. 

The development of TFP has lead to a number of useful 
byproducts. Particularly its batch mode counterpart, the 
Unified Telecom predictor (UTP) was developed to generate 
telecom predicts to support Deep Space Network (DSN) 
tracking and telecom resource profiles to support project 
mission planning. Since most if not all of the Deep Space 
links has one end of the link as a DSN antenna, TFP is DSN- 
based. To  allow the users to specify a general link between a 
spacecraft and a non-DSN station, a new tool called the 
Generalized Telecom Predictor (GTP) is being developed. 

The work in this article was canied out at the Jet Propulsion Laboratory, California Institute of Technology, under contract with the National Aeronautics 
and Space Administration. 

Charles H. Lee is a JPL faculty-part-time researcher from the Department of Mathematics at California State University Fullerton. 



In supporting the UHF link (proximity link) analysis for the 
Mars Exploration Rovers (MER), GTP is a handy tool and is 
useful in providing the link performance between a Mars 
rover and an orbiter or between two orbiters. 

Additional extension and adaptation of TFP include 1) the 
TFP generic model to support early mission design phase, 2) 
the Web-based TFP to support remote access of the telecom 
planning and analysis capabilities, and 3) the telecom 
Application Program Interface (API) that encapsulates the 
telecom analysis models into C-callable libraries to support 
co-simulation with other system and subsystem models. 

Leveraging on the success of TFP, UTP, and GTP, a new 
effort was proposed and launched in September 2002 to 
develop the Mars Network Relay Planning Tool (MRNPT). 
This development introduces a mathematical planning 
approach that models the link resources and operational 
constraints, and casts into a standard linear and non-linear 
constrained optimization problem. The MRNPT consists of 
a relay analysis framework that interfaces with the TFP and 
GTP models. The MRNPT generated preliminary link- 
optimized support plan between lander and orbiter, lander 
and Earth, and orbiter and Earth. The support plan can then 
be used as a basis for manual and automated refinement and 
negotiation to support end-to-end Mars mission data 
delivery. The details of these telecom analysis tools will be 
discussed in subsequent sections. 

Our paper is structured as follows. In Section 2, we discuss 
the design principles that we adopted in the telecom tools. 
We describe the development milestones of the telecom 
tools that are in used or are under development in Section 3. 
In Section 4 we discuss the various challenges to maintain a 

multi-mission baseline to support ongoing customers both 
inside and outside JPL, and at the same time allows the 
continual infusion of advanced analysis, modeling, and 
optimization techniques to the development. We end the 
paper in Section 5 with the discussion of future development 
plan and some philosophical issues. 

2. DESIGN PRINCPLES 

In the past, telecommunication analysts at the Jet Propulsion 
Laboratory (JPL) would build their own tools for mission 
support. These tools would differ in architecture, user 
interface, and software basis3, even though their primary 
purpose was the same. Data and formulations common to 
all missions were not shared which resulted in a duplication 
of effort. Modeling differences and errors often went 
uncorrected because there was no convenient baseline for 
comparison. 

As JPL continues to fly smaller spacecraft in more frequent 
low-cost missions, it is a luxury for each flight mission to 
fund its own link analysis tools development. There was a 

Previous tools were based on MicrosoftB Excel or PERL. 
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need for an easily adaptable telecommunications tool for 
supporting a wide variety of Deep Space missions. 

Also traditional telecom planning and analysis4 is, by and 
large, limited to single point, worst-case scenario analysis of 
a static communication link, especially during quick fast 
turn-around analysis. Communications during spacecraft 
dynamic events (which are usually critical) like launch, 
trajectory correction maneuver (TCM), Mars orbital 
insertion (MOI), and entry, descent, landing (EDL) are 
usually not sufficiently characterized a-priori, and rely on 
the intuition of experienced system engineers (the gurus) in 
mission design and in mission operations. When detailed 
analysis is called for, much effort and time are needed to 
coordinate data products among various subsystem teams 
(e.g. attitude and navigation) to support each mission 
scenario. 

To  overcome the above shortcomings and to contemplate 
future mission needs for high-fidelity system-wide modeling, 
simulation, and design trade-off, we adopted the following 
design principles on the next-generation telecom tool 
development: 

Multi-Mission Infrastructure 

We establish a multi-mission telecom model and software 
infrastructure that facilitate the sharing of model and 
software components and interfaces between missions. This 
shortens the development life cycle and reduces the 
development cost. Mission adaptations are usually 
completed and tested within a couple of work-months. This 
multi-mission framework also provides a mutually beneficial 
setup between telecom analysts and tool developers for 
continual model and software refinement. Improvements 
and new features as a result of updates from one mission can 
be assimilated by all (if the multi-mission core change) or 
easily ported to other mission adaptations. 

Computational-Based Sofware Architecture 

The telecom tools are built upon the popular MATLAB, 
which is a technical computing environment for high- 
performance numerical computation and visualization. 
MATLAB is widely used by the scientific community. Our 
telecom models are implemented in MATLAB and take full 
advantage of MATLAB's extensibility. MATLAB's script 
language is optimized for vector/matrix computation, which 
is ideal for telecom time-series analysis. Also it provides a 
abundant set of built-in mathematical algorithms (MATLAB 
functions and toolboxes) and a comprehensive software 
development environment5 that facilitate rapid scientific 

This refers to the traditional Design Control Table (DCT) approach 
of link analysis, which tabulates the gain and loss of a 
communication link in a score sheet to provide overall system 
insight. 

MATLAB code is portable across all popular computer platforms 
(SUN, PC WIN/NT/Linux, and Mac). It offers easy to use GUI 



app11o;ulon devtlopnlent. Th15 :u'chiteuturt: silpporta thc 
~imzittanenusly incorporation of aclvancerl n1athem:~tical ant1 
\oftware ;~lporithms inin opc.rat~u~ml hoftwilrt. tlcvvlr>pnicnt 
prrlce\\ 

Though the telecom tonls were nriginally des~gned to 
support high-firlclity link ;~n;~lycic In ph:~kc-E. 'Tht: multi- 
missicm ctrrc. which ccmkiutk c ~ f  DSN prc>und pcrform:tnct: 
models and common software utilities, can be used in earlier 
nilhhlon phi~\eh to  hupprxt drsrgn iteri~tlon (see generic 

niortel dehcriptirm in Sectior~ 31. Thi\ imalysih f~.;~~iiework 
allow.: H warnless triirt\ition of spacecraft telecom mudelc 
from pre-phase-A through phase E. but still: using the same 
DSN grt)unrl performaiicc hasclinc. 

Thc tclect>m tclol nrchitccturs dr-couplc.; visr~:iliziition. 
modeling, interface, and bac k-end processin_c functions to 
allow plug-and-play of variouh function\ ;~nrl extrn\ic~ns. 
Thiv allow\ rapid re-confiyratirm and exten.;ion of exiktin: 
functiun> to build new tuul.; and to anticipate vi~riou. 
mission neetlq. 

Thc dcvrlopmcnt rn;~rlm;ip of thc tclccom tools i\ 
summarized in Figure t .  A detailed description of  the 
development history that demonst~.ates extmbivt model and 
software reuse, integration, and planned evolzltion i s  given 
in Section 3. 

Figrlrc I Tclccom Tools Dcvclopmcnt Ro;lrlm;ip 

3. DEVELOPMENT MILESTONES 

The Trlrcnm Forecaster Prrrlictor (TFP). Unified Tclrcom 
Predictor (UTP), Gt.neclli7.etl Trlruorn Predictor (GTP). anil 
Mar \  Relay Network PIanning Tor11 (MRNW) x1.e 
mainstream devrlop~nent efforts th;it arltlresc dit't'crcnt 

blu1clt.r to(i!+, C/C++ . ~ n d  I'ORTRAN ~nlerf,>ccs, e\crllt-nt ~ r ~ ~ p l i ~ n j i  
u.lpab~ht~rs, and n C/C+t  cnn~p~ler that tr.ln>l,itr 51r\T1.411 code 
into bI.IATl-AI5 indeyrndrnt C/C t I source ctlde a~id r\rct~tablt. 

:ispccts of communicatloii pl:innin_c and aniilysis need\. To 
contemp1:tre the increariny demi~nds of integrated missinn 
dekipn. i~utonlaterl itride-off i~rinlybih. arid ployehsive dehign 
nptirni7;1tion, we initiated a numtier of novel modcling and 
intcrkacc develop~ncnt cfforts. Thcsc development.; 
effect~vrly utilize the high-f~drlity telecom mntlelc to 
support mih\ion operat~r~n scen;u I(> h~mulationh ant! rlc>i_cn 
i t c~~ t i ons .  
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F i ~ u r e  2 Sample TFP GUI 

The TFP a l~a l ys i~  tool. see [ I  ] for detdil5. i s  built upon ttre 
popular MATLAB computing environment. Users c;ul 
custnmi7t: their own TFP sessionc without changing officiiil 
verkiun\, lnputx are entzi erE through the 'I'FPms main 
 graphic:^! user interfiice (GUI), which h:is a ch:imcterist~c 
li~ok-and-feel intlepzndent of mission ad:~pr:~tion. The 
building blockr o f  the TFP arc morlel> (specializerl 
MATLAB scripts) lthaa :~rc c>ryani7cd in a loyical fashion. 
Morlel hierarchy is tr;ice:ihle th rou~h an :~utam:~ric:~lly 
crt.;~tetl model (lye. :lnd individual models can be examined 
uhing the TFP'r rnrdel editin? tool. After execution, outputs 
aic vicwiihlc in plot or lahulaih foi.111. aiid de5ign control 
t;tble\ provide \n;rpshor\ or l ~ n k  yrrfommncr at a s~tlplr rlnlr 
point. 

Time-st,lmpt~c( ~ l a t a  mn hp 5.1vr~I In cornm.i-\ryar,i trd varinhlr 

(C5V) forn~ tr>r cupnrt t t s  otlrcr npplicntions likc MicmsoftD E x c d .  
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The TFP 11iodzE libritrizs are :ui:ilo_cous to MATLAB 
tonlboxc<. Multi-miscion model? p-rsirle in an area 
acce\sihle tr, all rnk\iunh. whrreaa r~~~ss~or~-apec~t Ic    nod el\ 
ikrc stnred i n  indivir lu~~l mi\\iora areah. Model< arc ca \~ ly  
modified or replaced which allvws g r u t  flexibility. Existing 
miskion nindcls i t r c  ohen reused or used ac template!. by new 
rnihsic~n.. that :~cccler;itc dcvclopmcnt. A screen ahoof o f  
TFP GUI i s  given in Figurt. 1. 

The Unified Telecom~nunic:ltinn\ Prcilictor (UTP) I\ the 
batcli mode counterpart of TFP. I t  re-tiws the wrnc rnisricln 
iuid Deep Sp;~ce Nctwork [DSN) rnodelc and ~ntrrface\ ii\ 
TFP. Tliia rcduccr cYcvcloprncn~ and m;!lntcn:inw crjhl, and 
thjs enqurw that there i~ no arnhiyuity and rli\crepal~uie\ 
bctwcen the project\' and the DSN'a anal ysia. In the future 
thc UTt' tnol will he uwrl  in the Service Prepardt~on 
Subsystcrn (SPS) to produce telecom link prediction\ TOI 
confipuring the DSN for tracking ~11ppo1.t. UTP a lw 
prnvides data rate capabil~ty t i les (DRCF) to cupport 
rni\\ion planning and re\ource allocz~tron\. Fi~tlrt .  3 \how\ 
how the G U I - b a d  TFP and the batch mode UTP \haw thc 
wme teleconi models ro support thcir rzxpcctivc functinns 

Fiyre  3 Common Model5 and Interfaces 

Ger~errtlt.r~d Tek(>ootrr Prrxdictor 

The Generali7t.d Telcconi Prcdictnr (GTP) is :L 
ger~emlizatioi~ o f  tlie opuratiunal mul~i-mih\ion Tclccorn 
Forec;t\ter Prcrlictnr (TFP) tont. What distingi~i\hes GTP 
from TFP is that inateid of using DSN or other ground 
\tation ah ;1 :round-bahrrl conimu~iicatrn~~ nr~rle. GTP 
:is>Luiir.; a link between two genc~ic conimt~nic:~ting 
elements, each of which can be transmitflng and receiving. 
Each element can he a \pacrcratf ~n-f l~gl i t .  a Iiuidcr (,I' ;1 

rover on tht: P1:uict ~trrfilcc'. CTP arItlrt.s\e~ the \iul~r: 
t'unrlamcntal telecommunications problem of allrlcii~i~l; 

power ;lrnorlg\t ci~rricr iwd d i ~ t i ~  chil~tncls whilc mccting 
rh~.ehhold conditions with :I cc~t:~in rlcgrcc uf confidcncc. 
'I'lit: carrier threshold must he met in nrdrr (or the rcccivcr to 
i~cqiurc: thc \ignal. The data threshold is driven by bit-error- 
ixte ~t 'clu~~~trneii t \  11iip05ed by tlic p~ ojzct. Power is d ~ v ~ d r d  
between the ct~annel~ through the sclcctinn of niodul~ition 
inclses. Anal yais muqt be perforled to book keep the galnq 
ant! ]oxhe\ in  ;I leleco~n~nu~lications link kro verify thilt thc 
th~.e,holds are met. 

GTP st~:u.e\ the hzune look-iuid-fcrl, tlcsign philosophy, and 
software architecture as TFP. A scrccn hhot of tlie GTP 
GUI l a  hliown In F~gure 4. GTP inherits the triijectory and 
ntt i tude ir~terfitces and niany rnudc!ing and hoftrviue 
functiunali ty from TFP. E ~ c h  gcncl ic com~nunic:tting 
element (includes tranmitting ant! rccciving mndcls) in 
GTP allows uwr  to i~ ipu? and sltvc thr v ~ l u r s  of a qct of 
telecurn p:uoinctcrr that typically charilctcri7es, the 
comn~unic:ition bchavior o f  that elerneat Each elcment alro 

h. ,is . ' ttq own tr~jectory and attitude interfaces. The GTP 
fr:uiicwork provirlcs the ilnalys~s and v~hunl~zatinn functionx 
of a guneric trzlnsmittcr-receiver Iink. 

L ..... I 

Figure 4 S:irnplc of CTP CUI 

Thc h4:u.s Rel:~y Network Planning Tool (MRNPT) i s  
currently being drvclopcrl to support the end-to-end dat;~ 
delivery planning ;rntt :in;~ly%is for a Mars oommunic:~zir)n 
iletwork conkisting o f  rn~~l t ip le hurT;~ce elemrnta. orbite1.5, 
: i ~ ~ d  Earth stntinn\. MRNPT'x objective i c  to determine an 
nptirn:~! pl:m that wil l  r nax i~n i~e  the network throughput5 
with mininl;~! ct,nimunlciktilig time and siihject to varlous 
opcr:lticrn;~I. telecom. and deep spitcc comrnunic:~rinns 
constmint\. The de*ign iipp~niich hiik three di\tinct 
chnr:~ctcrist~cx, I )  the cl~ent-srri cr SO~I\\~~II e iirchitecturt. 2 )  
the mocteling :inti simuli~tion envi~.~)n~ner~t of the end-lo-end 
nut\t'ork link pcrform:uice :~nd a c t i ~  ities. and 3 )  thc pl;i~ining 
itnd scheduling methr~dology that opti111ixr.s the network 

I t  tine end r l f  the cvrnrnunic.~ tirm link i?; .In [ ,art  11 5talior1, i t  shr>uld rl l~jsctcrj kc, v;lriotlu Oprmrional ut,nltl.ain[u, 
b e  handled by thc Tclcrom I:rjrt.un?;ter I'rrribctt,r ('11'1') ~ \ * i t l >  t.itl?cr 
spc-cific .;p,~ct.cr;rfl mr>rlrl crr generic sp.act.craft ~nvdcl. 
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The modrliny and simiil;~tion e~ivil-onnient support thrcc eCltctively exte~irl tlie plnnnins horizon is to apply the 
types of modelin: - link resource, sp;icc~ri~l'f ( lyni~~i l ic  c ~ ~ n i t i i i ~ n i ~ : ~ t i ~ ~ ~ - ~ p e ~ i t ' i c  geometric and operatian;il 
events. and opt.i.atinn constriints. rcl:~tionhhips prior to the conxtr;lint optimization pmcess t o  

reduce the search space. Recent wot-k 131 indicates that this 
Link resource reftrs to the st;tti>t ical link pc~fo~.ni;inuc apprc~ach is very promising. The sinlplifierl constrilined 
between two communici~tion clcmcnts (surf:lcr: assets, opt i r~~iz i~t ion problein i\ then solved using commercial-off- 
orbiters, and Earth stations. The link resource. which is the-shelf software (ILOG. MATLAB) or JBL in-liouhe 
expl-eshed as \uppo~t;thle d;tt;l 1-:~tc or ;tr cstiiii:~tcrl rl:ita nptinlization tools (ASPEN. 'I'IGKES). This design 
volume during a paw, is computcd using thc opcr~tion;~l ;tppro;tch fnr :l relay link nctwclrk in gcncral provides better 
TFP and GTP models. A sanzplt. timt.linc of link rcsoul-cc link configunition and schedule timing informarion. Tliis 
i s  shown in F i ~ u r z  5. Thc MKNl'l' ;lcccsscs thcxc iiiorlcls results in more favorilhle eleviltir,n iln?.,ler ant1 highcr 
via a C callable API as dcscribcd I:~tcr i n  this Section. supportnhlt: data rilles. ~ h u s  rrquirins less track time pel. 
The interface herween MRNPT anrl TFP and GTP i s  spacecraft on the iiVeWgt. 
depiutrd in Figure 6. 

* The two non-telecom factors that affect rhe link rnr,hl art. 
thc ril~igc between the corn~nut~icatiorl eletnerits :uid their 
corresponding antenna puinting, As a sehult. spacecraft 
dynamic events referred to as ~ioiii inal and off-nominal 
spacecraft o~.it.ntations ant1 spacecri~ft mmruneurs 
performed by the co~nmunicatioa eIements that can impact 
on thc link performance significantly. These events can 
he quiescent or dyni~mics. 
Operation constraints refer to physical laws. penmctric 
consti.aints, hardware limitations. misqion rcrpircmcnts, 
mission priority. policy requirements, and other factors 
that restrict the availability and operation o f  a link. TIir 
an-view and out-of-view periods between co~nrnunicatiort 
clement!, arc governed by the occultation mndel in 
conjunction with thc light-time derny, and the shape. size 
uf the celestial bodies in lthe solar system. Onhoard data 
storage capability i s  impo5erl to limit ovt.1-tlowcd data. Figure 5. Considered passes from Lander 1 to the five orbiters 
Mission activities like instrument checkout nnci calibration and rhc DSN stations arc highlighted iind numbered. 
oiandate real-rime coinmunicatiun at specific time and 
duration. Mission priority impo~es a biasing weight in the 
plannintl, and scheduling of rewurcc to licrvicc multiplc 
qxacecraft. Safety policy establishes a minimum elzvntion 1 1 ~ ~  R ~ A I  ~ . l m l b ~  rlmnlrn I~~~~~~~ 

T.l...m...l,:d - 
fi,llYI,I. M I L .  angle that affects the effective tracking time. .Sdur ?am, n~dctiw 

1 I . X-hand 'ink TFP 
Requirements on end-to-end &ti1 delivery latency depend Tcsowrc Trlr..~,,.rrr,. . API TFP 

. S n * n d l  dynrmrc IIII&~IWAF on the criticztlity of the data. As shown in the subsequent .I rruyr.rl 

sections, many of the above con<traints itre relilt ionships .Fh.~.~n.n 
-u $nu? - \,*,n,n* l"l.,,# brtwren object5 that can he formalized n~:~thcmatic;tlly in 

the form o f  lincar iuid non-linear systems o f  inequalities. "~'"""im""*'"'"f ~i,.,,,rlrr 

Alsn the in-vicw/out-of-view periods bctwucn the 41 ,,Jx~,< I,"",A,Y>~. 
'l',,,,,,l? 
.1i ,..>, ", ..,,,.,lc W",. 

co~nrnuniailtir~n elements reducc thc ct)ntinut)us ti~nclinc ~ l ~ r ~ n ~ n  rllrrr 

into a finite set o f  possihle ct~ntiicts or passes within ii MIhjwuheRhndlotn gw~nmt~,bn* I,l ...,,.. 
"11,l- ,,.lr,,,,7 p.3... . 8,. given planning ho13zon. . r , , , . i , ,~ , , ,~  UMFlink CTP , tiTP 

-1Y~nnlnf erul Srhr*lu#llnl: 
1.1 .... ..111.11.,r.r 

TCSOII~CC 4 AFI 
The mudcling of link resource, spacecraft dynamic events. 4 11,1.,,.11111 .l"lllll,dl.11 

2nd ~ ~ p r l a t  ion constr~intu prtlvirlcli :in irlc:~rizcd vicw of thc 
Mars nrtrvork system hchi~vior ant1 the intcract ion bctwecn Figure 6 Tlic Intcrfiicc bctwl.cn MRNPT Rc TFPlGTP 
[he comn~unicutiun elemunts and ithe environment. Tliis 
mcldcling sctup yiclrls a constr:~ined optimizt~tirjn ~>n~h l t .~ i i .  o,/lrr,s ti,,,rili(,l;v l ~ o ~ ~ t , /  (,,Jt~ 1 ,,,L,,:li ,c.t a ~ ~ ~ , , c ~ o ~ j l , l r , l ~  
whose objective coultl he minimizing thc communicating 
l ime, or maximizillg il:Itil thmr,gl,put, or hotll, ~ik. most o Gcncl-ic Tclccorll I.'OI.CC~IS~CI- PreCl i~ t~)~  - Thc Generic 

optimiz:ition problem. which is uwally NP-comp1c.t~. tlic TFP i.: ;I tclucom dcsign and pliuitii~rg tool that rniwir~n\ 

plitnning hoi.i7nn (timclinc) is limitcrl by the comp~iri~tion c;un use ill the early phahes when detailed infol-malirrn nl' 

pcrwcr and the size of the 5ei11'ch 5p;lcs. One i111pr-oticli to the 5pacrc1aft i s  not known. The spi~cec~.aft rnorlt.l5 are 

"yenel-ic" i r l  nature, and are e a d y  re-oonfigurablr for 
5 

La* 1 .  a 1 

._.-. ..-.___ , ;--. 1 p-,::; ;- 4 " ' ,._, ! .  . . , - ,  . 
0.  

,3 

. . 

. . F. - - 
C L -  

- - g.1 - ,------------ *.-- , " 0 - - - . - . .  
! i . i : ? - - - , *  

.__...- - 
3 -  A '  - . - -- . --- - + -*=:; :----: ;----;  , 0 : , - - -  
3-. , a  ' '  f i - -  
. - - -. - - -. - . - .. - - - - - - - - - - - - - - - 5 W -  rb------ . -  

0 -  .-( 
g E. 

OL 

" I 
?iaI 

0 -  I== 
Local Y a r  Da##m 

- - 



what-if analysis. Examples of telecom design 
parameters for trade-off are power consumption, 
antenna size and type, optimal set of data rates and their 
corresponding modulation indices. The Generic TFP is 
not meant as a replacement for the mission specific 
TFP, rather, as a step towards them. As such, the 
appearance and interface of the Generic TFP closely 
parallels that of the mission specific TFP's. Both 
Generic TFP and mission-specific TFP share the same 
common software framework and the same DSN ground 
performance model that is 810-5 compliance [5]. 

o WEB-Based Telecom Forecaster Predictor - The 
original TFP is a versatile telecommunication link 
analysis tool that requires the use of the commercial- 
off-the-shelf (COTS) software MATLAB. Over the 
years, we continue to support a diverse user community 
at JPL and Lockheed Martin (LMA), and maintain 
different versions of the software based on users' needs. 
There is an increasing desire from the user community 
to have easy access to the most up-to-date spacecraft 
and ground models but without much effort of frequent 
delivery and upgrade of the software. This requires a 
centralized telecom server that supports (a) remote 
access to the TFP tool, (b) remote software and model 
maintenance and update, and (c) no third-party software 
licensing. The Web-based TFP was developed to fulfill 
these requirements. The web-based TFP is 
implemented with HTML, JavaScript, XML, 
MATLAB, and MATLAB-Web Server. The web-based 
TFP is designed to be as user friendly as the original 
TFP intends. It provides the same functionality and 
generates identical output data products as the original 
TFP. Additional issues such as secured access and 
individualized data storage have also been 
implemented. 

o Scalable Application Program Interface (API) - The 
Telecom C API wraps the telecom models into callable 
C libraries. The main functionality of this API is to 
enable effectively utilization of high-fidelity telecom 
models to support mission operation scenario 
simulations and design iterations. The telecom API 
allows external simulation programs like APGEN and 
MRNPT full control of the TFP and GTP to generate 
the link resources. A socket interface is currently being 
used by Virtual Mission 1x3 to remote access the TFP 
generic model on our server to support Team-X's pre- 
phase A science activity planning. The telecom API 
directly parallels the functionality of the standalone 
telecom analysis tools, including both the mission- 
specific models and generic models. The telecom API 
allows a user access to the telecom models via C 
callable routines, listed in Telecom API interface, by 
allowing the user to start a TFP or GTP session, set 
parameters, and run the TFP or GTP with the updated 
parameters. The TFP or GTP allows the user to run any 
allowable telecom configuration as defined by the 
mission. The API maintains a log file of all parameters 

modified using the API. The log file enables a user to 
re-generate the telecom scenario simulation to verify 
configuration and parameter settings for each run. 

o MATLAB-to-C Compiler - A recent product from 
Mathworks, the MATLAB C/C++ Compiler, enables 
the translations of MATLAB subroutines into 
MATLAB-independent C/C++ source codes and 
executables. This provides an ideal development 
environment for scientific applications in which models 
and algorithms are developed in the powerful, flexible 
MATLAB environment. The resulting MATLAB codes 
are then converted to C/C++ source and executables for 
software configuration management and delivery. 

4. DEVELOPMENT CHALLENGES 

In the past few years, we have been successful to establish 
TFP as an operational multi-mission link analysis tool used 
by JPL and LMA telecom analysts. To  make TFP a 
versatile and powerful tool for operation use, we have to 
overcome some of the challenges as described below: 

Balance between vigorous Configuration Management 
(CM) and fast turn-around update 

TFP and GTP are operational link analysis tools that 
generate formal data products for mission analysis and 
planning uses. As such, the TFP and GTP development are 
under vigorous CM control to ensure model and software 
consistency among users. The heavy CM control imposes 
rigid delivery schedule that is problematic to the continual 
and asynchronous nature of telecom model development and 
refinement. Telecom ground and spacecraft models are 
constantly being evaluated based on observable and 
calibration data from spacecraft telemetry as well as station 
measurement. It is essential to provide timely update to 
telecom models to support mission telecom planning, 
analysis, and trending activities. The solution to this 
dilemma is the "addpath" capability of the telecom tools, 
which allows advanced users to use new models created in 
hisfher directory to override specific models, customize 
outputs, andlor add functionality without modifying the CM 
version. Permanent changes to the models are relayed to 
the developers and are incorporated for the next delivery. 

Streamline usage of high-fidelity models 

The TFP, UTP, and GTP represent JPL's highest fidelity 
link analysis tools. These tools provide accurate modeling 
of spacecraft and ground telecom performance behavior, as 
well as spacecraft and celestial dynamic simulations. 
Configuration of these modeling and simulation capabilities 
is usually complicated, and requires in-depth understanding 
of telecom system and its dependency on spacecraft 
trajectory and attitude. The TFP and GTP tools have a save 
state function that is a powerful feature of the GUI. When 
selected, it saves the current state of the GUI to a GUI state 
file (GSF) and allows a user to restore the simulation 



configuration in the future. In addition, a batch script is 
automatically generated. This batch script can be invoked 
from the MATLAB command line, performs the same 
analysis, and saves the results in a MATLAB data file. The 
save state function allows GUI settings of complicated link 
scenarios to be configured and saved in advance, and 
enables fast turn-around analysis by simply loading in the 
GSF into the GUI. 

Allow standard input of spacecraft and celestial body 
dynamics but minimize dependency on these inputs using 
heuristic modeling 

Telecom link capability and availability depends strongly on 
non-telecom factors like spacecraft trajectory, spacecraft 
attitude, and planetary ephemeris. The TFP uses the 
standard NAIF SPICE interface to extract the ephemeris and 
attitude information of spacecraft and ground stations as 
well as the dynamic and geometric properties of the celestial 
bodies. Time-tagged spacecraft trajectory information is 
generally packaged in Spacecraft Planet Kernel (PSK) file, 
and orientation of the spacecraft bus frame is formatted in 
C-Kernel (CK) file. The location and orientation of the 
spacecraft antenna(s) with respect to the spacecraft bus 
frame is described in the form of a text file called Frame 
Kernel (FK). From the SPICE kernels, TFP computes the 
range between the spacecraft and the ground station, and the 
cone (degree-off-boresight) and clock (angle around the 
boresight) angles as a function of time. If C-kernels (and an 
associated antenna frame kernel) are not provided by the 
mission, the spacecraft attitude is determined from 
heuristics, either through the TFP Custom Attitude GUI or 
by hard-coding specific heuristics. Heuristics are planned 
pointing strategies for different mission phases and 
safemode scenarios. In missions with an "Earth Pointed" 
heuristic, the spacecraft antenna points toward the Earth 
center and not toward a DSN site or station. A powerful 
feature added to TFP adaptations after 912001 is the ability 
to model a wide-variety of customized attitude heuristics 
through inputs to the TFP Custom Attitude GUI'. Two 
styles of defining attitude are permitted: primary and 
secondary axis specification and Euler Angles 
representation. A subset of the Euler Angles representation, 
RAIDec/Twist, is a natural means of representing the 
attitude of spinner spacecraft like Genesis, and can also be 
modeled by the customized attitude heuristics. TFP can 
also simulate simple spacecraft dynamics like spinning and 
rotating that are relevant to telecom. If the spacecraft is 
rotating, inputs for up to 2 different spin axes can be entered 
from the custom attitude heuristics GUI. The TFP rotates 
the initial orientation around the first spin axis, then around 
the (rotated) second spin axes. The spin axes are specified 
in the spacecraft body frame. The work in [2] describes in 
details a number of mission critical events that demonstrate 

8 This feature is not available in all TFP adaptations, but is slowly 
being phased in. It will be included with all future TFP 
adaptations. 
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how the combination of standard NAIF SPICE interface and 
heuristic modeling support telecom planning and analysis of 
the mission dynamic and critical events. 

In this paper, we discuss the design principles and describe 
the development milestones and various challenges of an 
evolvable and extensible multi-mission telecom planning 
and analysis framework. This multi-mission framework has 
proven to be dependable and robust through its extensive 
use for mission support at JPL and at LMA. New 
capabilities on the modeling and simulation of inter- 
subsystem dynamic interaction are gradually phased in 
throughout the development. The effects on link 
performance due to celestial dynamics like planet rotations 
and ephemeris, and spacecraft dynamics like attitude, 
trajectory, and fault protection strategies are accurately 
modeled within the telecom framework. Building upon the 
scalable and modular design, we extend the traditional 
point-to-point link analysis tools (e.g. TFP and GTP) to the 
system-wide Mars relay network planning and analysis 
framework. This framework models both link performance 
and network operation constraints, and support automatic 
and optimal Mars relay network planning and scheduling. 
We also initiated the generic TFP, the WEB-TFP, and the 
telecom API development to promote easy access to high- 
fidelity telecom models, and to support close-loop 
simulation with other systems and subsystems. 

Along the theme of evolvable and extensible design, the next 
major milestone in the telecom planning and analysis tool 
development is to develop and integrate additional modeling 
components and interfaces to the telecom framework, and to 
transform the current link performance behavior modeling 
and simulation setup into a bit-level and symbol-level 
simulation framework. The new telecom models include 
Mars atmospheric propagation model, radio wave (RF) 
propagation model through plasma, and radio frequency 
interference model. The bit-level and symbol-level noise 
models and signal attenuation models enable analysis and 
simulation of the impacts of communication links to 
spacecraft and ground system and subsystem design. For 
examples, protocol design, error correction coding design 
and its performance evaluation, and compression algorithm 
design and its characterization in the presence of channel 
noise. 

In closing, we discuss the lifecycle cost consideration of 
developing and maintaining subsystem software modeling 
and simulation. In the context of telecom, we try to answer 
the question: is it more cost effective for the telecom 
organization or for the software organization to be cognizant 
on the development and sustaining of telecom modeling and 
simulation software? T o  answer this question, we have to 
understand the evolving and changing nature of deep space 
communications. New communication techniques are 
constantly being introduced to the missions. For example, 



the Mars Exploration Rover (MER) is the first spacecraft to 
use the operational multiple spacecraft per antenna (MSPA) 
during its surface operation in 2004. The Mars 
Reconnaissance Orbiter (MRO) launched in 2005 will be the 
first to use turbo code and quadrature phase shift keying 
(QPSK), and to perform the operational Ka-band 
experiment. The Kepler Mission and other future missions 
plan to use Ka-band as its prime communication mode. On 
the ground side, new DSN and non-DSN antennas are being 
built, and existing non-DSN antennas are being employed to 
support spacecraft launch and tracking activities. Also 
spacecraft telecom performance and ground tracking 
performance are constantly being evaluated based on 
observable and calibration data from spacecraft telemetry as 
well as station measurement. It is essential to provide timely 
update to telecom models to support mission telecom 
planning, analysis, and trending activities. The overall 
design and ongoing sustaining effort requires close 
coordination between users and developers. It is much more 
difficult (and require a lot more effort) when the 
development organization does not have the domain 
knowledge and in-depth understanding on the right level of 
abstraction of telecoh system behavior, and its-interaction 
and dependency on other subsystems and the environment in 
different phases of the mission lifecycle. 

Over the years, the multi-mission telecom tool development 
has expanded in scope, and evolves into a rather large-scale 
effort. From the start the design philosophy and 
development approach are dominant by engineers with 
telecom domain knowledge and mission support experience. 
Relevant requirements are factored into the design. Since 
the tools are developed by telecom engineers who work 
closely with mission telecom system engineers, system 
analysts, and DSN operation personnel, information 
exchange on continual model refinement and software 
update is effective and accurate, this shortens development 
time, minimizes development error, and avoids unnecessary 
coordination and re-work. 
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