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ABSTRACT 

To achieve and maintain the fine alignment of its segmented primary mirror the James Webb Space Telescope (JWST) 
plans to use focus-diverse wavefront sensing (WFS) techniques with science camera imagery. The optical 
requirements for JWST are such that the error contribution from the WFS itself must be limited lOnm rms over all the 
controllable degrees of freedom of the telescope. In this paper, we will explore the requirements on the target 
selection and imaging requirements necessary to achieve the desired level of WFS accuracy. Using Monte Carlo 
simulations we explore the WFS error as a function of wavefront aberrations level, defocus-diversity level, optical 
bandwidth and imaging signal-to-noise ratio to establish the key imaging requirements. By taking into account 
practical integration time limits along with the distribution of the defocused point-spread functions, we establish the 
bright and faint star magnitude limits suitable for WFS target selection. 
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1. INTRODUCTION 

NASA is planning to launch the James Webb Space Telescope (JWST), an infrared large-aperture telescope, at the 
beginning of the next decade. The JWST design is a segmented, 6.5 meter, off-axis, three-mirror anastigmat telescope 
with a primary mirror composed of 18 hexagonal segments. With its well-aligned mirrors, large primary mirror 
collecting area and infrared detectors, JWST will enable the direct observation of the first stars and galaxies in the 
universe. General information about the JWST science and technology programs can be found at 
http://jwst.gsfc.nasa.gov. 

During its commissioning, JWST will using image-based wavefront sensing (WFS) and control methodologies to align 
and figure the primary mirror segments as well as to align the secondary mirror'. The last stage of WFS and control is 
ultimately responsible establishing final fine alignment of the telescope optics that limits the final image quality. As 
such, the desired accuracy of this WFS process is lOnm rms over all the controllable degrees of freedom on JWST. 
The baseline WFS methodology for JWST fine phasing is called the Modified Gerchberg-Saxton (MGS) WFS 
algorithm2. This image-based algorithm processes a pupil image along with a diverse set of defocused point-spread 
function (PSF) measurements into an estimate of the exit-pupil phase aberrations. Using the JWST Phase Retrieval 
camera2 along with MGS WFS algorithm, Green et al has experimentally demonstrated the capacity to sense the 
wavefront to the M O O  accuracy level4. For the Terrestrial Planet Finder (TPF) program, they developed methods of 
overcoming many of the limiting systematic factors to MGS algorithm5 and on the TPF High Contrast imaging 
~ e s t b e d ~  have demonstrated h/10,000 wavefront repeatability7. 

While this demonstrated level of performance far exceeds the JWST requirements, we have found that the WFS 
accuracy remains tied to many systematic factors including the level focus diversity, the magnitude of the wavefront 
error (WFE) being sensed and the presence of an optical bandwidth. In this paper we explore the impacts of 
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systematic effects and noise upon the JWST WFS accuracy. In the next section, we describe details of the imaging 
model we employed in our simulations and summarize the systematic incorporated errors sources. In Section 3, we 
present results from our Monte Carlos study into the impacts from systematic effects including optical bandwidth, line- 
of-sight jitter, finite pixel size and uncalibrated F/# variations (from using lenses for focus diversity). In Section 4, we 
present the stochastic impacts from read-noise, photon noise and detection calibrations error. From these studies we 
establish bounds on the desire defocus levels, optical bandwidth and integrated flux. In Section 5 we apply these 
bounds to ascertain the bright and faint limit on WFS star magnitudes. By looking at the extent of the defocused PSFs 
we also establish constraints on nearby objects within the WFS target field. 

2. JWST OPTICAL SYSTEM MODEL 

For this study, we employed an exit-pupil model8 to represent JWST segmented architecture. Because the segments 
gaps are small relative to the segment sizes, we constructed an exit-pupil amplitude function using the gray pixel 
approximation method9. Using the exact far-field description of a single segment, we computed the net far-field 
pattern caused by the 18 segments over the field of view by aggregating individual patterns; each induced with the 
appropriate amount of phase tilt. Taking the Fourier transform of the result yields the full, segmented pupil function 
with appropriate apodization to represent the gaps. To account for the secondary mirror supports, we simply applied 
an appropriate binary mask to force the pupil amplitude to he zero in the shadow of the support. The high-resolution 
pupil function we developed for this study along with an example of a realization of the optical errors is shown in 
Figure 1. The WFE shown in this figure includes aberrations representative of segment and secondary mirror 
misalignments as well as segment figure and mirror fabrication errors. 

JWST Pupil Function for Simulating WFS Dala 

Figure 1: The gray pixel representation of the JWST pupil is shown (left) along with an example of an aberrations realization 
(right) that includes errors from segment and secondary mirror misalignmets as well as mirror fabrication errors. The wavefront 
error realization is shown with a+200nm linear intensity scaling and has 130nm rms. 

In our Monte Carlo study we consider four different aberrations scenarios representing different states of JWST. The 
first state contains alignment and figure errors that are consistent with meeting the high level JWST imaging 
requirements. The optical path difference (OPD) map shown in Figure 1 is an example of a realization from this case. 
The other cases represent JWST states with increased aberration mixtures before the final alignment is established. 
Descriptions of these states along with the ensemble statistics from the 20 realizations are shown in Table 1. 



Table 1: Statistics of the aberration cases are shown below along with descriptions of the respective JWST states. The statistics 
represent the ensemble mean and standard deviation computed over the 20 realizations used for the study. 

Aberration RMS Aberration 

11 155.1 + 27.8 50% higher global low-order aberations 
111 143.6 + 19.6 50% higher segment alignment and figure errors 
IV 170.6 + 25.0 50% higher low-order and segment aberations 

In Figure 2 we show simulated defocused PSF measurements that are the result of the OPD shown in Figure I.  The 
PSF calculations are not monochromatic but rather 1% narrowband measurements are composed of I I monochromatic 
calculations about a central wavelength of 2.12pm. The distribution of light in the defocus PSFs are the result of the 
optical errors shown in Figure 1 and the defocus aberration induced by theoretical lenses. Aside from the aberrations 
and the effects from the optical bandwidth, the PSFs in Figure 1 are impacted by a variety of simulated systematic 
errors. Refer to Table 2 in the next section for a complete list of these errors sources assumed in our investigation. 

Figure 2: Example of simulated defocused PSF measurements are shown. They are narrowband (ANA=l%) 2.12pm PSFs with +2 
waves (peak-to-valley) of defocus (left column) and +8 waves of defocus (right-column). To better illustrate the PSF structure, the 
intensity shown is logarithmically stretched over tope 3 orders of magnitude. Add~tionally, the *2 wave PSFs are shown in a 
8" x 8" field of view while the +8 PSF are shown in a 16" X 16" field of view. 



3. WFS PERFORMANCE IN THE PRESENCE OF SYSTEMATIC ERRORS 

Using a pair of simulated defocused PSF measurements and knowledge about the pupil support, we can compute an 
estimate of the OPD using the MGS algorithm. Typically, the pupil support knowledge comes from a pupil image. In 
our study, we use a down-sampled binary version of the pupil function that does not have a representation for segment 
gaps. From the standpoint of the algorithm this is a model-mismatch error and will result in a level of WFS error. In 
our earlier work, we have shown the effect can be made minimal by using symmetric defocus levels in the PSF 
measurementss. Other model mismatch errors to the MGS algorithm include optical bandwidth, line-of-sight jitter, 
finite detector pixel size and lens-induced Fl# variations. The impacts from these effects are also mitigated by various 
degrees through the use of symmetrically defocused PSF measurements. Table 2 summarizes all the systematic errors 
sources and the level (or range) at which they are included in the simulations. 

Table 2: List of systematic error sources used in our study 

Description of E m r  Value Units 
Optical Bandwith 1-10 Ahihx100 
Line of Sight litter 5.00 masiaxis (1-0) 
Finite Pixel Size I8 pmlpixel 
Lens-Induced F/# Variation 0.01-0.04 %of nominal design 
Quantization Emor 16 bitsipixel 
Conversion Gain 1.5 electrnnsiDN 

In Figure 3, we present estimates of the JWST OPD from the -t2 wave and +8 wave defocused PSF pairs that are 
shown in Figure 2. Clearly, there are differences in the quality of the estimates. Most notably, the resolution of the 
-t8 wave OPD appears to be much higher. To gauge their absolute accuracy, we resample the actual OPD used to 
generate the simulated PSF data onto the same grid as the estimates. From this, we compute the WFS error in two 
ways. The raw differences between the resampled truth and an estimate yield the error over the entire estimate 
resolution. For JWST, however, we are concerned with the WFS error that affects the subsequent wavefront control. 
Thus we filter the difference between the truth and an estimate by fitting out the first 21 low-order Zernike modes" 
(includes out to the 5Ih order radial terms) along with the first 6 modes per segment. The result is the controllable WFS 
error that we wish to minimize through our choice of imaging parameters. Figure 4, shows the WFS error over the 
entire estimate resolution as well over only the controllable degrees of freedom. 

Figure 3: Estimates of the JWST OPD from the 12  wave defocus PSF pair (lefl) and the 18  wave pair (right). As in Figure 1, the 
OPDs are shown with a linear intensity scale stretched over 1200nm. 



Figure 4: WFS error resulting from using the 12 wave (left-column) and +8 wave (right-column) defocus PSF pairs. The WFS 
error in these images has been linearly stretched over a range of *50nm. The top row shows the emor over all spatial frequencies. 
The total WFS error is 15.6nm rms for the i 2  wave and 99nm rms for the *8 wave estimate. The bottom row shows the 
controllable WFS error. which is 82nm rms for the i 2  wave and 4lnm rms for the +8 wave estimate 

The errors shown are the result of processing the PSF that are corrupted by all the systematic error sources but none of  
the stochastic error sources. There is neither read-noise nor Poisson noise introduced into the PSFs and thus the 
resulting WFS error represents the expected performance in the limit o f  infinite integration times and perfect 
calibration. In the next section we will explore the impacts that these and other noise sources have upon the WFS 
accuracy. 

Figure 4 is a sample realization out of our Monte Carlo studies. The scatter plots in Figure 5 show the controllable 
WFS error over the ensemble of realizations for the two extremes of the optical bandwidth studied. Each point on a 
plot is the resulting estimation error from using a pair of PSFs created by the particular aberration instance and choice 
of a defocus levels. As in the single example shown earlier, the only WFS error sources admitted are those that are 
resulting from systematic effects. By comparing the two plots, it is clear that a larger optical bandwidth reduces the 
accuracy of the WFS. Furthermore, the estimation error resulting from using less defocused PSFs are generally 
higher, particularly when imaging with larger optical bandwidths. 
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Figure 5: The controllable WFS error from all aberrations realizations and defocus levels studied are shown. Presented is the 
controllable WFS error resulting from the systematic errors including a 1% optical passband (left) and 10% optical passband (right). 

Table 3 presents the ensemble statistics for all the cases studies. The average controllable WFS error * one standard 
deviation is listed as a function of defocus and optical bandwidth for the four aberrations cases. The other systematic 
error sources listing in Table 2 were present at their indicated levels. Figure 6 plots the ensemble statistics, illustrating 
the impact of optical bandwidth more clearly. Here the WFS performance is plotted for two of  the four aberrations 
cases. In each of the plots, the controllable WFS error is shown as a function of optical bandwidth for the 5 defocus 
level pairs. From these plots we can see that WFS accuracy is poorest when *2 wave defocused PSFs are used. Here, 
the WFS performance is the most sensitive to optical bandwidth as well as  the magnitude of the aberration being 
sensed. Estimates derived from the M wave and *8 wave imagery performed similarly, with the +6 wave yielding the 
most accurate estimates at the lowest aberrations levels. It may well be the case that the *6 wave imagery is the most 

Table 3: Ensemble statistics from the systematic error study are shown. The average rms WFS error * one standard deviation over 
all defocus levels and optical bandwidths for the 4 different aberration cases. Each entry in the table is computed from the 20 
aberrations realizations. 

Aberration Optical Aggregate Statistics of the Controllable WFSE (nm rms) 
Case Bandwidth * 2 h  *3 h * 4 h  56 h *8 A. 

1% 8.0 5 0.9 5.5 * 0.5 4.5 0.5 3.9 * 0.5 4.3 * 0.5 

I 2% 8.1 * 0.9 5.6 * 0.5 4.6 * 0.5 4.0 5 0.5 4.3 * 0.5 
5% 8.7 5 1.0 6.2 A 0.5 4.9 * 0.6 4.3 * 0.6 4.5 * 0.6 
10% 10.8 1.3 8.2 * 0.8 6.5 i 0.8 5.8 * 0.7 5.8 * 0.7 
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Figure 6: The ensemble statistics for the controllable WFS error as a function of optical bandwidth are plotted for two of the four 
aberrations cases considered in this study. The data points represent the ensemble mean for each optical bandwidth case and the 
bars have a length equaling one standard deviation about their respective mean. Aside from the optical bandwidth, all other 
systematic error sources are present during the simulation. 

sensitive to the spatial frequencies tied to the JWST controllable degrees of freedom. At higher levels of defocus, the 
sensitivity at the lowest spatial frequencies diminished. This connection between the level defocus in the PSF 
measured and the spatial frequency sensitivity has been both theoretically derived1' and experimentally demonstrated7. 

4. WFS PERFORMANCE IN THE PRESENCE OF STOCHASTIC ERRORS 

In the previous section, we examined the impact of the expected systematic errors upon the WFS accuracy over the 
JWST controllable degrees of freedom. The results indicate that with the proper selection of defocus levels and 
optical bandwidth, the lOnm WFS accuracy requirement can be met. Nevertheless, these results we obtained in the 
absence of  calibration error, detector noise and finite integrations time. Such stochastic effects will hr ther  diminish 
the fidelity of the OPD estimates that are measured in practice. In this section we will study their impacts. 

In Table 4, we list the type of stochastic error sources and the magnitude or magnitudes that they are introduced into 
simulation PSF imagery. With the exception of the integration time, all the noise sources are held at a constant level. 
With respect to the integration time, we scaled the integration time to allow defocused PSFs to be formed from a 
collection of lo5 to 10' photons per PSF. The read noise was introduced by adding signal-independent Gaussian noise 
and the dark current and Zodiacal light were introduced by adding Poisson noise at the appropriate level. Introducing 
an additional signal-dependent Gaussian noise source, we simulated the calibration gain error. By studying these 
noises source in the presence a fixed selection of systematic impacts, we can obtain a more complete understanding the 
imaging requirements necessary to achieve the JWST requirements. 

Rather that go through all the aberrations cases in the previous study, we took a single aberration realization (the one 
shown in Figure 1) and along with a set of systematic errors (i.e. 1% optical passband) to be fixed parameters of this 
study. Using the noise sources just described, we create PSFs at various levels of defocus and integrated flux and 
collect statistics on the controllable WFS performance from the MGS estimates. Table 5 lists the resulting ensemble 
statistics collected over the 15 noise realizations obtained for each defocus level and integrated flux pair. The results 
reveal tradeoffs between defocus and total integrated flux that can be made to achieve a particular level of controllable 
WFS accuracy. 



Table 4: List of stochastic error sources used in the study. 

Description of Stochastic Error Value(s) Units 
Finite Integration Time 1 OA5- 1 O"8 photonslPSF 
Zodiacal Light 2x10"-3 photlslcmA2/pmlasec 
Read-Noise 9.00 electrons rms 
Dark Current 0.01 electrons/s/pix 
Detector Gain Calibration Errol 0.50 Ydpix 

At low levels of integrated flux, the WFS performance is superior at lower levels of defocus. Although the zk2 wave- 
defocused PSFs are the most spatially concentrated at the detector, yielding a high signal-to-noise ratio (SNR), the 
impact of the fixed systematic errors overwhelms the SNR benefit. Once again, we see that the zk6 wave-defocused 
PSF offers the best sensing of the JWST controllable WFE at high levels of integrate flux. To meet the WFS 
requirements with the minimum integrated flux, the zk4 wave-defocus performance may seem attractive. It achieves 
this, however, at point along its performance curve where its accuracy is quickly degrading with diminishing photon 
counts. This is not the most desirable operation point for stable WFS. The higher levels of defocus can yield better 
and more stable performance with a modest increase in integration time. 

Table 5: Ensemble statistics kom the stochastic error study are shown. The average rms WFE A one standard deviations are listed 
over all defocus and integrated flux levels. 

Log Integrated Aggregate Statistics of the Controllable WFSE (nm rms) 
Flux i 2  h i 3  h i 4  h i 6  h zk8 h 
5 .O 63.2 i 5.9 73.9 * 6.3 80.7 i 2 . 8  102.0 * 8.3 116.8 iC 9.3 
5.5 32.7 zk3.7 39.5 i 3 . 3  48.1 *4.5 63.3 i 5 . 7  79.6iC6.5 
6.0 14.7 iC 0.8 15.2 i 0.9 17.8 2.1 25.0 i 2.6 28.6 iC 3.4 
6.5 9.4 * 0.3 8.0 i 0.4 7.4 iC 0.5 8.6 i 0.8 11.0 i 2.4 
7.0 8.3 * 0.2 6.0 i 0.2 5.5 * 0.3 5.3 * 0.5 6.1 i 0.6 
7.5 8 .3 iO. l  5 . 5 i 0 . 1  4.8+0.1 4 . 4 i 0 . 2  5 . 0 i 0 . 2  
8.0 8.2iO.O 5.4iO.O 4.8*0.1 4 .1 i0 .1  4 .8 i0 .1  

1 o5 lob 10' I o8 
Total number of photons collected per defwused PSF measurment 

Figure 7: The ensemble statistics for the controllable WFS error as a function of integrated flux are plotted over all the defocus 
levels studied. At integrated flux levels less than 10' the stochastic errors dominate the WFS performance. Above this level, the 
principle contributors to the controllable WFS error are the systematic errors sources. 



5. TARGET SELECTION FOR JWST WFS 

With a notion of the appropriate levels of defocus, optical bandwidth and integrated flux, we can set some practical 
limits on suitable star brightness. There are really two bounds to consider. The bright limit is set by the combination 
of shortest allowable integration time, the detector well depth and the distribution of the light being measured. The 
faint limit is set by the total number of photons we wish to collect and the longest integration time that we are willing 
to endure. In our calculations we assumed the 25 m2 primary mirror collecting area, a net 50% telescope and detector 
efficiency, and stars with AOV flux densities''. Supposing that we are imaging at a central wavelength of 2.12pm we 
compute the net flux density and integrate it over the desired optical passband. With a presumed minimum integration 
time of 0.5 seconds (set by full-well and the detector read-out rate) and a maximum integration time of 1000 seconds 
(set by our patience and desire to minimize cosmic ray hits) we can establish acceptable ranges for star brightness. 

In Table 6 we show bright and faint magnitude limit for candidate WFS stars. The bright limit corresponds to the 
highest magnitudes allowable without saturating the detector within 0.5 seconds. For this we assumed we set a 
maximum threshold of 75,000 electrons per pixel. Depending upon defocus level and optical bandwidth, the bright 
limit varies. The values shown in the table represent the average bright limit computed over the ensemble of PSF 
realizations. The faint limit was computed by the goal of collecting 10' photons per defocused PSF measurement 
within 1000 seconds. At this level of integrated flux, the contribution from the noise sources is minimal. By reducing 
the desired photon count to 10' we could increase the faint-limit by 2.5 magnitudes with a mild increase in the WFS 
error performance and slight reduction in the WFS error stability. 

Table 6: Bright and faint stellar magnitude constraints on JWST WFS targets. The bright limit is based on collecting no more than 
75,000 net photons per pixel within 0.5 seconds. The faint limit is based on collecting 10' photons per PSF within 1000 seconds. 

Optical Bright Limit (Tmin = 0.5 sec) Faint Limit 
Bandwidth i 2  h i 3  h *4 h *6 h *8 h (Tmax= 1000 set) 

1% 3.94 3.09 2.50 1.66 1.10 10.43 
2% 4.71 3.91 3.31 2.47 1.84 11.17 
5% 5.70 4.90 4.30 3.49 2.97 12.16 
10% 6.49 5.76 5.13 4.28 3.72 12.91 

As a final consideration for WFS target selection, we to consider the level of target isolation needed for any candidate 
star. Looking back at Figure 2, we can get sense of the defocused PSF field size. A 16 arcsecond window is 
sufficient to capture an 8 wave defocused PSF. To be conservative, we could hope that there would be no other bright 
objects within 16-20 arcseconds of our target star. In an early effort to establish such bounds, Bowers et al found that 
any object within the WFS target field should be at least 4-5 magnitudes fainterI3. Their work was based on a JWST 
precursor concept call Nexus. Although though work gives us great insight to the impact of unwanted objects in the 
WFS target field, it should be revised to better address the specific JWST architecture and its requirements. 

6. CLOSING REMARKS 

In this paper we examined target selection criteria and imaging requirements for JWST fine phasing. Through Monte 
Carlo studies we found that the impacts from systematic and stochastic effects can be managed through proper 
selection of the WFS target imaging parameters. In particular, we find that it is important to use sufficiently high 
defocus to ensure that impacts of optical bandwidth are not significant but not so much defocus as to lose sensitivity at 
the lowest spatial frequencies. To this end, we feel that +6 wave defocused PSFs imagery with at most a 5% 
bandwidth filter can provide a WFS performance that is best matched to the JWST requirements. 

Although we explored a range of aberrations magnitudes, we did not really push the limits how large aberrations are 
allowed to be. In other efforts, it has been found that using higher levels of defocus helped to ensure successful WFS 
in the presence of high-dynamic range  aberration^'^.'^. The limiting dynamic range that can ultimately be sensed is 



referred to as the capture range. At some point before the defocus lenses are designed, the interaction between the 
WFS capture range and the level of defocus diversity must be considered. 
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