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Abstract-This paper describes a method of remote sensing 
3-dimensional structure of the proximity utilizing a laser, a 
holographrc grating, and a single regular CCD camera. 
Basically, the laser beam is split by a holographic grating to 
form a regular spaced grid of laser beams that are projected 
into the field of view of a CCD camera. The laser source 
and the CCD camera are physically separated forming the 
base of a triangle. The exit angle of the laser beam and the 
angle measured by the camera where the beam intersects a 
surface is a function of the distance. These two angles and 
the distance between the source and the camera allow 
calculation of the range to the projected spot using 
triangulation. Thrs paper describes an experimental proof of 
concept and an empirical calibration of the system. 
Encouraging results are achieved and presented. Also, an 
application in which this system potentially would be used 
for a Mars landing is discussed. 
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1. INTRODUCTION 

For a number of different space based applications, a rover 
or a spacecraft requires a 3 dimensional map of the 
proximity to do its assignment. For autonomous mobility 
applications, range maps allow surface vehcles to plan 
paths to avoid obstacles and reach desired locations. For 
landing operations, range maps allow a descent vehicle to 
avoid hazardous conditions (rocks, craters, slopes) that are 
detrimental to subsequent operations (communication, 
power, deployment, etc.). Range maps also provide essential 
navigation information for other applications such as 
rendezvous and docking and formation flymg. 

The primary range map technologies employed by NASA in 
previous missions were based on visible stereo cameras. 
Future missions have considered alternative technologies 
such as laser radar [ 1 J [2], microware radar [3] and structure 
from motion (single camera system), but all these systems 
are currently only in the developmental phase [4]. 

Radar has been used extensiveIy on Earth for a variety of 
mfferent applications. Radar (phased amay, SAR) sends out 
energy and is able to construct a range map of the surface. 
Its major drawbacks for space applications have been its 
cost, mass and power consumption. A radar system is 
currently base-lined to provide a surface map for the 2009 
Mars mission called Mars Science Laboratory (MSL) [3]. 

For small Mars rovers, the technology of choice has been a 
stereo camera system. This approach determines range by 
matching a feature in one camera frame to its position in the 
opposite camera image. The difference in the angular 
position of the feature in the two camera fiames is related to 
range using triangulation [5] .  The stereo system (as 
compared with radar) has excellent resolution at short 
ranges (range can be recovered for the great majority of 
shared pixels) and consumes only a few watts of power. 
With no active light source, a stereo system is limited to 
daytime operations (though a flash lamp could be added to 
provide a night capability). 

A structured light system consists of an active light emitter 
that projects a pattern of light beams onto a surface in front 
of a camera that images the pattern [6 ] .  The camera is offset 
from the light emitter. Each beam of light exits the light 
source grading at a fixed angle. Using that angle and the 
separation of the camera from the optics, range can be 
recovered horn the image using triangulation. One way to 
generate a bundle of light beams is to pass a laser beam 
through a holographic diffraction grating. This will split the 
original laser beam up into many individual laser beams that 
compose the pattern. 

The different technologies that can be used to generate a 
range map are summarized in Table 1. 
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The approach we describe in this paper explores how to 
utilize a grid of laser beams to generate a range map for 
hazard detection and navigation. The actual size and 
dispersion of the grid depends on the application. For 
instance, descent and landing operations typically require 
hazard information about the landing site at a very high 
altitude in order to make the necessary trajectory 
adjustments while the spacecraft still has control authority. 
The spread of the grid would need to cover the landing site 
and be of sufficient density to detect potential hazards 
(rocks). For rover surface operations, a wide field of view 
would be required for path planning and hazard avoidance 
(> 90°). 

Table 1. Different technologies for nenerating range matx 

Mass 
Power 

Max operating 
distance 

Night time 
operation 
Computational 
Demand 

Vision 
system 

E7-p meters * meters 

Laser 
Radar 

6 kg 
<40 
w 
2.5 
km 

Yes 

4 1  
MIPS 

iq 
MIPS 

The next section provides a description of the technology 
and theory. The section after that describes a system we 
have developed for proof of concept and we will discuss the 
results of our experiments. Finally, we provide an example 
of a system that addresses safe landing on Mars. 

2. DESCRIPTION AND THEORY 

The structured light system is based on the same principles 
as stereovision - it determines the distance to the laser spots 

utilizing triangulation. In stereovision, two cameras are 
located a distance apart and observe the same point 
simultaneously. The same image feature is found and 
correlated in the two images, and the 3D position is found 
by triangulation [7 ] .  One of the difficulties in stereovision is 
to fibwe out which image features in the first image 
correspond to which image features in the second image. 
Also, stereovision will not operate in darkness without 
active illumination. 

An isolated bright spot, for example, is very easy to identify 
in an image, and it can be accurately located (using a 
centroid). However, only one distance for each laser beam is 
found. Stereovision, on the other hand, finds the distance to 
a high number of pixels. 

Assuming that the camera and lasedgrating system is 
aligned perfectIy (Le. the x axis of the focal plane is paraIlel 
with the baseline), then the y component of the spot is 
observed at the same y value on the camera for all distances. 
This is true for a co-boresighted stereo camera system as 
well - a feature found in the left image will appear at the 
same y value in the right image. The distance from the 
camera to the feature will determine the horizontal 
displacement of the feature in the images. 

The idealized scenario for a single laser beam triangulation 
is shown in Figure 2. In this scenario a coordinate system is 
defrned with the origin at the exit aperture of the laser. The 
x-axis of the coordinate system is oriented towards the 
equivalent pinhole of the camera. The laser and the 
equivalent pinhole are separated by a baseline, B. The 
distance from the laser to the target is Z. It is observed in 
Figure 2 that the distance to the target can be determined 
fi-om the equation: 

B 
z - = tana a 2 = Bcot(a) 

Figure 1 - Components of a patterned light system. From left to right: a laser and optional fiber coupling; 
a holographic dieaction grating, mechanical housing for the grating; and a camera, offset fi-om the 
grating. The illustration depicts a laser beam being divided into a pattern of spots that are projected into 
the camera field of view. 

2 



Measurement point 
( o m  

i ?sight 

I 
I 
I 

Equivalent pinhole (B,O,O) 

* B +  
Figure 2 - Sketch of an idealized system for laser 
triangulation 

The uncertainty on Z can be found by a sensitivity analysis 
with the appropriate uncertainties on B and a. The 
uncertainty of M depends primarily on 3 quantities: 

0 number of pixels 
0 

field of view of the camera (FOV), 

the accuracy of centroiding the spot. 

This is shown in Equation 2. 

As an example, a camera has a FOV of 10 degrees, 512 
pixels and is able to determine the centroid of spots to an 
accuracy of a 1/10 of a pixel. This means that the average 
angular accuracy is 0.002 degrees. Assuming a baseline of 
20 cm, the depth accuracy at 10 meters is then -8 cm. 

The discussion up to this point has assumed an idealized 
system. However, the components of the system will be 
misaligned. The way that we have defined the coordinate 
system (the x-axis starting at the laser exit aperture and 
going towards the equivalent pinhole of the lens) prohibits 
unwanted translations in the system. All errors show up as 
rotational errors. A non-idealized system is sketched in 
Figure 3. 

In Figure 3, it is observed that there are 6 parameters that 
describes the geometry: 1) The baseline (B). 2) The 
elevation (El) and azimuth (Az) angle that the laser beam is 
offset relative to pointing along the z axis and 3) a rotation 
matrix A ( 3  degrees of freedom) that describes the rotation 
of the camera relative to the ideal situation. This is a total of 
6 degrees of fieedom. Also, internaI parameters of the 

camera (e.g. focal length, intersection of line of sight and 
the focal plane and the optical distortion) are additional 
degrees of freedom. For a conventional calibration, taking a 
large number of measurements and solving an over- 
determined set of equations would derive the unknown 
constants. 

An alternative to the conventional calibration method is to 
employ an empirical method to calibrate the system. The 
reason for choosing an empirical calibration is that it 
requlres less effort to implement. 

A setup is made where the non-idealized system is placed in 
front of a flat wall at a minimum distance (e.g. 1-meter). An 
image is acquired and the centroid of the spot is calculated. 
The system is then moved to a new distance (e.g. 1 meter 
and 10 centimeters) and a new image is acquired and the 
centroid is calculated. This procedure is repeated up to the 
maximum distance that the system is required to work. The 
scenario is shown in Figure 4. 

The measured centroids during the calibration sequence are 
superimposed on an artificial image as shown in Figure 5 .  

After the calibration, the system is pointed at a surface of 
unknown distance and an image is acquired and the cenwoid 
is calculated. An example centroid of ruzknown distance is 
shown in red in Figure 6. 

It is observed that the measured centroid lies between 2.4 
meters and 1.5 meters The unknown distance is therefore in 
that range. A more accurate estimate is made the following 
way: A straight line is projected through all of the 
calibration points in an RSS sense. This is shown as the 
black dotted Iine in Figure 6. The red dot is then projected 
down onto the dotted line. Now all calibration points are 
plotted in a new coordinate system. The distance (in pixels) 
fiom the frst calibration point is the unit on the x-axis and 
the distance to the target is the unit on the y-axis. This is 
shown in Figure 7. 

A polynomial is fitted though the points and it is possible to 
estimate the Z distance based on the projection onto the line 
between the calibration points. In the example from before, 
the red dot is estimated to be at a distance of 1.44 meters. 

In the discussions up to this point, we have discussed the 
theory for a single spot. However, suppose that two laser 
beams illuminated the scene. It would then be possible to 
determine the 3D position of the two spots independently 
utilizing the same theory on each spot. We can continue to 
add spots as long as we can uniquely associate each spot 
with its individual calibration curve. 
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Measurement point: I Line of sight 
(Z-tan(ele) -cos(az), 
-Z-tan(e1e) -sin(az), 
Z) i I  

i I  

Equivalent pinhole (B,O,O) 
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Figure 3 - Sketch of the non-idealized system 

Calibration Surface 

Equivalent pinhole (B,O,O) 

+B+ 

Figure 4 - The calibration setup 
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Camera frame 

D=l.Om 
a 

Figure 5 - An example of a set of centroids from the series 
of calibration images 

Camera frame 

Measured Centroid 

Figure 6 - Measurement of an h o w n  distance (red dot 
utilizing a calibration curve 

In practice, it is impractical to add 1000 individual lasers to 
illuminate the scene in front of the camera. Therefore, the 
laser beam is passed through a holographic diffraction 
grating. The interference pattern induced by the grating can 
split the outgoing laser beam into m x n beams. Each beam 
exits the optic at a fvted angle (a, y )  from the incident beam. 
The number and angle of a spot is determined by the 
properties of the grating and the laser wavelength IS]. 

If a row of spots all fall on the same image row, different Z 
distances will tend to displace the image locations (x’s) 

closer together, possibly interfering with each other. It is 
also possible that some portions of the surface might 
shadow the camera fiom imaging some of the spots (spot 
dropout). In either case, the problem of identifying the spot 
and its associated angle is made difficult without taking 
some precautions to guard against aliasing or dropout. 

LSm 
1.7m 
I.6m 

I Distance from 1st calibration PO 

Pigure 7 - The calibration cwve. The red line represents the 
centroid from the unknown distance 

The approach we’ve taken to uniquely identify each spot 
involves rotating the grid produced by the laserigrating 
system by an angle r around the direction of the laser beam. 
Also, the baseline, B and the geometry of the setup is 
constrained to limit the amount of dispersion (=movement 
on the focal plane), d, experienced by a spot over the 
operating ranges of the system. To insure that neighboring 
spots do not overlap, r and B are selected to provide each 
spot a unique area on the image plane. The area needs to be 
of sufficient width to provide reasonable range resolution 
and of sufficient height to insure that neighboring spots do 
not overlap. This is sketched in Figwe 8. 

Ideally, the rotation should be sufficient to insure that the 
divergence of a spot d should not interfere with its 
neighbors that have a separation of s (also in pixels). 

T = arcsin (dd) 

In the example in Figure 8 the grid is rotated so that the next 
spot in the grid is 4 scan lines displaced. With a rotation, 
spots on other rows in the grid are rotated onto a given 
spot’s scan line. Even though off-row spots are separated 
fwther in angular space, spot disparity could still lead to 
spot aliasing. To eliminate this possibility, the horizontal 
angular separation between spots can be increased, or the 
baseline between the camera and the lasedgrating can be 
shortened. Given a maximum allowed divergence d (in 
angle), and a minimum range (Zmin), the maximum baseline 
can be approximated to be: 

(4) 

Decreasing the dynamic range or increasing the grid spacing 
provides additional flexibility in designing the structured 
right system. 
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Spat j 
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Spot i 

Figure 8 - The left sketch shows the grid rotated by an angle r while the right sketch depicts the motion induced on a spot by 
allowed ranges. The leftmost spot divergence is at the minimum range while the red dots show the spot at maximum distance. 

For baselines less than B in Equation 4, a spot is constrained 
to move in an area that is unique to the point. Spots found in 
the area bounded by their maximum divergence and their 
location at Z,, will have valid ranges. Aliasing is not 
problem as each spot's area is unique and spot loss simF 
means that the range map has one less entry. 

Holographic Crcatina T RcPr nnintpr 

3. EXPERIMENTS 
An experiment was performed to evaluate the structured 
light method. The laser source for the experiment was a 
regular laser pointer. It was mounted behind a holographic 
grating that generated 3 1 x 3 1 beams in a rectangular spaced 
pattern. The spot generator was placed on an optical table. 
The baseline to the CCD camera was -20 cm. The camera 
was a commercial SBIG CCD camera [9]. The camera 
utilized a 25-mm lens, resulting in a 14 degree FOV. The 
lens fl# was set at maximum (small aperture) so the camera 
could focus over a range of distances without having to 
refocus the lens. In front of the camera, lens was mounted a 
narrow bandpass filter of 632 nm to increase the signal to 
noise ratio. The setup is shown in Figure 9. 

The setup was placed on a sliding rail in front of a white 
wall. Images were acquired at distances fiom 1 meter to 2.2 
meters. An example of a calibration images acquired at 1.2 
meters and 2.2 meters is shown at Figure 10. 

The method was tested on a number of different test objects. 
In Figure 11 (top left) is shown an image of a stone. The 
image was acquired with no bandpass filter in fiont of the 
lens and no laser illumination (for illustration purposes). It 
was then reacquired utilizing laser illumination and a 
bandpass filter. The image is also shown in Figure I 1  (top 
right). The described distance calibration was applied to the 
spots and the estimated 3D shape of the stone is also shown 
in Figure 11 (bottom row). 

I Laser bandpass filter (to increase S/N) 
Commercial CCD Camera 

Figure 9 - Image of the experimental setup 

4. CASE STUDY: STRUCTURED LIGHT UTILIZED 
FOR MARS LANDING SYSTEM 

The flexibility of a structured light system allows it to be 
configured to support many different types of scenarios. In 
this section, we examine an application where the proposed 
system is utilized as a safe landing system. 

Descent and landing are a part of many Mars missions. 
Numerous strategies can be employed to insure that the 
spacecraft touches down in an area fi-ee of hazards. Future 
Mars missions currently baseline a strategy of collecting 
range maps of the likely touchdown site and evaluating the 
site for hazards. The potential hazards in a landing site are 
many. Large rocks can topple the spacecraft, large slopes 
may interfere with vehicle/instrument deployment or 
communication, and craters might limit surface exploration. 
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Figure 10 - Two calibration images acquired at 1.2 meters (left> and 2.2 meters (right). Shown in negative 

Figure 11 - Visual image of the test object (top-left), the test object with Iaser illumination and bandpass filter (top-right), 
and the estimated 3D structure (bottom row) 

Large-scale hazards (> 30 meters from expected landlng 
site) such as craters would be hard to detect with a 
structured light system. The distance fiom the surface limits 
the accuracy of the range maps, and it is unlikely that a good 
map could be generated at the altitude needed to detect such 
hazards. However, local hazards, such as rocks or slopes, 
could be detected by a properly configured structured light 
system. 

A structured light system consisting of a large pulsed laser 
and a 30x30 grid of points over a 12x12 meter-landing site 
could effectively identify 0.75-meter radius rocks and 20- 
degree slopes (deemed hazardous by future missions). The 
proposed laser for this system is a 25 mJ, 532 nm (doubled) 
actively Q-switched system pulsing at 1 Hz. Each beam 
would have a 1.5 m a d  divergence (full angle) that delivers 

22 pJ per pulse per beam after the holographic grading. This 
assumes a holographic grating efficiency of 0.80. Such 
lasers and grating systems are available from commercial 
vendors and the laser has been flown in previous missions 
(Mola, Ctementinej. To minimize reflectance fiom the 
Martian surface, a bandpass filter would be employed to 
limit wavelengths outside of the laser band. Figure 12 shows 
a flight-qualified laser for the proposed structured light 
system. 

The detector for this system would consist of a single 
camera with a 3.0-meter baseline fiom the structured light 
generator. Flight cameras are available having a pixel 
resolution of 1024x1024 [ 5 ] .  A fast exposure time - one ms 
can be used to limit the amount of sun illuminated surface 
reflectance. 
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In most Mars spacecraft landing scenarios, the spacecraft 
jettisons its chute during entry, and the expected touchdown 
site is evaluated for local hazards (rocks or slopes) whle the 
spacecraft hovers. The structured light system will collect 2 
images synchronized with the structured light generator at 
37 and 35 meters (1.0 s between images). The first image 
will be used for hazard evaluation and the second image for 
verification. Hazard evaluation will be based on the range 
measurements obtained from the 30x30 sample points in the 
1024x1024 image. 

There are three substantial issues that need to be addressed 
for a structured light system to meet the requirements for 
local, hazard detection and avoidance: 

1. Determining if such a system can be 
configured to provide sufficient range 
accuracy to separate hazards from 
acceptable terrain features. 
Providing sufficient ground resolution to 
insure that hazards contained in the 
landing site are actuaIly sampled. 
Determining that the ground spots have 
enough energy to be detected accurately 

2. 

3. 

The range accuracy for a structured light system can be 
calculated using the theory previously described. Since the 
structured light system employs spots and centroiding, 
typical pixel accuracy is likekely to be higher than correlation 
based matching techniques-on the order of l/lO* of a 
pixel, one sigma. Figure 13 shows the range resolution 
derived with this pixel accuracy. The horizontal line reflects 
the accuracy needed to separate 0.54 meter rocks that are 
acceptable to the mission from 0.75 meter rocks the a 
hazardous to the mission with the required detectiodfalse 
positive rates (the most difficult hazard for this sensor). 

Rang Resoultion for Patterned Light 

0 10 20 30 4D 5 0  60 70 80 90 100 

Height above Surface in meters (20 degree imager] 

Pigure 13 - Range resolution using a stereo system with 
l/lO* pixel accuracy, a 20-degree camera with 1024x1024 
pixels. The red line indicates the needed accuracy to 
separate out hazardous rocks from non-hazardous ones. 

To insure that the spots provided by the structured light 
system are easily detected (with simple thresholding) by the 
camera system, we need to demonstrate that the energy fiom 
the spot is significantly greater than that from the 
neighboring surface. We assume the irradiance of the 
Martian surface i s  3500 pWatts/cm2 for the 500-550 nm 
band and a surface albedo of 0.3 [6] .  Calculating the 
rahance we have: L = 3500 pWatts/cm2 * 0.3 f 71 = 334 
pWatts/cm2 sr. The amount of energy irradiated from a 
surface area covered by a 1.7 cm2 ground pixel area works 
out to 0.3 pJ with a 0.5 m exposure, 

With a 1.5 m a d  spot, the incident energy on the area 
viewed by this pixel from the laser pulse is: 

22 pJ/spot * 1/4 spot/pixel * 0.3 = 1.65 pJ 

This works out to a ratio of greater than 5: 1 pulse to sunlight 
ratio that should be sufficient to detect the spot with a 
slmple thresholding technique [6] .  

5. SUMMARY 

A rectangular grid of spots produced by a structured light 
system provides a low power, night-capable, range map 
sensor suitable for automated navigation operations. 
Aliasing and dropout problems can be eliminated by the 
prudent selection of baseline and by rotation of the grid with 
respect to the camera. We have shown that this simple 
system can produce reliable range maps that are efficiently 



processed and accurate for near range operations. The 
system components are highly reliable and available for 
immediate flight needs. 
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