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Abstract 
Risk assessment is one of the key inputs to an 
informed decision making process. Risk 
management is the continuous application of this 
throughout the lifecycle. Risk management based 
on quantitative assessment of risk has been a 
mainstay of decision making for several decades. 

The term “Probabilistic Risk Assessment” (PRA) 
encompasses a mature and widely used set of 
techniques for conducting quantitative risk 
assessments. Originating in the nuclear power 
industry, they are now regularly applied in nuclear, 
process, chemical, petroleum, aerospace, and other 
industries. PRA techniques are especially suited to 
assessing the risk of a complex system operating in 
a rich and changing environment. They are able to 
take into account knowledge of the system’s 
components’ reliabilities, knowledge of the 
environment in which it operates, and knowledge 
of the design of the system itself. The net result is 
an assessment and understanding of the reliability 
of the whole system in its operational context. This 
gives insight into the strengths and weaknesses of 
the system - for example, revealing where 
vulnerabilities exist (thus suggesting key areas for 
improvement). Information such as this can be key 
to informed decision making. 

One of the challenges for PRA techniques is 
application early in the life cycle, most especially 
in the formative stages of development, when the 
system design is incomplete, immature andor still 
in flux. However, this is a time of key decision- 
making. Those early design decisions will have 
major consequences that pervade all the subsequent 
phases: development, test, deployment, operation, 
maintenance and, ultimately, decommissioning. 

NASA’s Defect Detection and Prevention (DDP) 
process has been created to address this need for 
early lifecycle risk assessment and management. 
DDP employs a simple form of quantitative 
analysis, one designed for application at very early 
stages. 

The focus of this paper is on the integration of 
PRA and DDP. The intent is twofold: to extend 
risk-based decision though more of the lifecycle, 
and to lead to improved risk modeling (hence 
better informed decision making) wherever it is 
applied, most especially in the early phases as 
designs begin to mature. 

The sections that follow: 
Summarize the salient points of PRA and 
DDP. 
Discuss the relative strengths of each 
approach, and advantages of their 
integration. 
Describe a case study in which separate 
applications of PRA and DDP on the 
same system were then compared. 
Outline the route we are following to 
integration. 

1. 

2. 

3 .  

4. 

1. INTRODUCTION 
In this section, we provide a brief introduction to 
the Probabilistic Risk Assessment (PRA) and 
Defect Detection and Prevention (DDP) 
techniques. 

I .  I Probabilistic Risk Assessment 
Probabilistic Risk Assessment is a term that is not 
simply defined, but instead is a term that has to be 
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explained. Probabilistic Risk Assessment is a 
comprehensive, structured and logical analysis that 
can be used to identify and assess risks in complex 
systems. A PRA examines the reactions of a 
system to variations in its normal environment; this 
includes not only perturbations and failures to the 
nominal mission, but the events needed for mission 
success as well. 

It is well known that the first comprehensive PRA 
of a technical study is the WASH 1400 [5] study, 
whose stated purpose was to quantify the risks to 
the public from commercial nuclear power plant 
operation. Today, the methodology has evolved 
and is used to analyze technical systems in nuclear, 
process, chemical, petroleum, aerospace, and other 
industries. A good, recent reference on the use of 
PRA in the aerospace industry has been developed 
by NASA HQ [3],[4]. 

Probabilistic Risk Assessment is a scenario based 
methodology. Scenarios are strings of events that 
begin with an initiator and lead to some sort of a 
conclusion, or end state. In between the initiator 
and end state are pivotal events in the scenario. 
Pivotal events may either be protective, mitigative, 
aggravative, or benign. Scenarios can be modeled 
in many different fashions, but are most commonly 
modeled through the use of fault trees and event 
trees. The best way to describe the difference 
between event trees and fault trees is that event 
trees show the logical progression of events, while 
fault trees are snapshots in time, and are used to 
model events in the event tree. 

Event trees are said to be based on inductive, or 
forward, logic; i.e., the forward thinking represents 
the possible conditional events in the scenario 
based on the preceding event, or the possible 
events that can occur given an initiator. Fault trees 
are said to be deductive in nature, i.e., they are 
used to identify all of the possible failure causes of 
an event from a top down approach. There is no 
one single way to develop a PRA model and the 
trade off is that the larger the event tree, the smaller 
the fault trees, and vice versa. The use of event 
trees and fault trees and their sizes is up to the 
analyst, but their sizes are typically decided based 
upon the PRA methodology used (large event tree 
versus small event tree), and to facilitate defining a 
complex world with competing risks into a model 
with binary decision points. 

After the PRA model is complete, it is integrated, 
quantified, and sanity checked for completeness 
and accuracy. It should be noted that PRA is an 
iterative process. No one can work through a PRA 
model from start to finish without making changes 
to event trees, fault trees, or end states, etc. It is 
part of the PRA process. 

The simplified steps of a PRA include: 

1. Defining the end states or the objective of 
the PRA. 

2. Developing a list of initiating events or 
mission events. 

3. Developing scenarios using event trees 
and fault trees. 

4. Performing a data analysis for the basic 
events in the PRA model. 

5. Integrating the model and quantifying the 
scenarios. 

6. Perform a sanity check on the model 
considering both logic and quantified 
results. 

Communicate the risk by providing the 
risk results and insights to program 
management. 

7. Perform an uncertainty analysis. 
8. 

Sadly, the seemingly most over-emphasized aspect 
of doing a PRA is the “P,” or determining what the 
“number” is. This is the single largest 
misconception about what a PRA provides. There 
is an incredible amount of uncertainty in the PRA 
results, or any reliability analysis, and that needs to 
be considered and understood. Every PRA has 
uncertainty, and no PRA is complete without an 
uncertainty analysis. 

The reason for doing PRA is not because it gives 
the “number,” but instead because of the 
identification and prioritization of the risk 
contributors, and because of the systems analysis 
process that forces the engineers and operators to 
consider the scenarios, how to improve them, how 
to mitigate them, and how to incorporate or 
develop recovery actions where possible. The 
identification and prioritization of risks is critical in 
determining the most cost-effective solution for 
mitigating risks. This is the real power of PRA, 
and it is these advantages that are emphasized that 
are emphasized in both the NASA PRA guidebook 
and course [3],[4]. 
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Figure 1 : Requirements Flow Down and Ripple Effects of Option Selection 

1.2 Defect Detection and 

“Defect Detection and Prevention” (DDP), is a 
simple quantitative .risk model designed for 
application early in the lifecycle, when information 
is sparse yet the capability to influence the course 
of the development to follow is large. Dr. Steve 
Cornford at JPL originally conceived of DDP 
specifically to facilitate assurance planning [9]. 
The core idea of DDP is to relate three sets of 
information: 

1. “Objectives” (what you want to 
achieve). 

2. “Risk Elements” (what can get in the 
way of attaining those objectives). 

3. “Investments” (what you can choose 
to do to overcome the problems). l2 

Prevention 

In DDP, relationships between these items are 
quantitative (e.g., how much a Risk Element, 
should it occur, detracts from an Objective’s 
attainment). Such a quantitative treatment is key to 
DDP’s realization of the vision of “risk as a 
resource”, as espoused in [9]. This is one of key the 

In previous papers on DDP these three sets 
of information were referred to as “Requirements”, 
“Failure Modes” and “PACTS” respectively. The 
switch of terminology reflects application of DDP 
to areas more broad than implementation phase 
assurance planning. Investments refer to all of the 
possible activities which can detect, prevent 
(reduce probability of occurrence) and alleviate 
(reduce impact of occurrence). 
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ways that DDP differs from many of the purely 
qualitative approaches (e.g., QFD [ 121) usually 
employed early in the life cycle. 

Cornford’s initial experiments used Microsoft 
Excel@ spreadsheets to manually explore the utility 
of the process. Positive results then led to 
development of custom software for the DDP 
process [I]. Supported by this software, DDP has 
been applied to assess the viability of, and planning 
for, the development of novel technologies and 
systems for use on space missions [Cornford et al, 
20011, [SI. 

Defect Detection and Prevention is a life cycle risk 
management technique that aims to provide a 
detailed description of the success requirements of 
a mission (OBJ’s), the failure modes (RE’s), the 
options available for decreasing the probability of 
occurrence of the failure mode or solution options 
(INV’s), and the relationships between them. 
Further, DDP provides an optimization scheme that 
determines the optimal combination of INV’s to 
employ for attaining an optimal risk and cost level 
based on the preferences and constraints 
established by the decision maker. The 
preferences, in turn, are captured in the weights 
allocated to the requirements and the consequences 
of various failure modes by the decision maker. 
The constraints are placed on the optimizer. 

DDP uses a variety of visual tools to illustrate the 
various aspects of the problem and aid the user to 
understand the often complex interrelationships 
between the OBJ’s, RE’s, INV’s and risk and cost 
measures. These visual aids include weighted trees 
for each of the OBJ’s, RE’s and INV’s, charts 
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showing the effects of each on the other and a 
variety of other matrices, charts and dashboards. 
The risk associated with a risk element is defined 
as the product of the likelihood of occurrence of 
the failure mode and its consequence. Risk 
elements are classified into programmatic, 
technical, infiastructure, management and 
constraints and each of these classes are shown 
using a different color. The main classes of 
solution options are considered to be technology 
investments, desigdarchitectural options, tests, 

refme the initial design and produce an acceptable 
design. The mission design process is dynamic in 
nature and DDP is capable of easily capturing the 
refmements and modifying its initial model. 

In particular, one of the most powerful aspects of 
the DDP process is the explicit inclusion of the 
investments that can be used to reduce the 
likelihood and/or impact of the various risk 
elements. The users can now explicitly examine 
the planned activities to ensure they are focused on 

DDP generated Likelihoods 

0.7 
0.9 

p . 7  
D 0.3 

DDP generated Risks 
-0 
0 0 

a, 
s - 

More detailed analysis 

1 3 
rl e :: D is mitigated 
R byanINV ’ 
H A 
3 ABCD ABCD ABCD I 

Figure 2 Illustration of the initial risk prioritization process using DDP and then refmed Fault Trees and 
likelihood estimates generated by PRA and integrated back into the DDP evaluation. 

analyses, process controls, and operational 
solutions. Failure is used in its broadest sense. A 
failure implies any event that could result in not 
meeting a goal or requirement. 
Requirements/objectives, in turn, reflect the goals 
of the mission. Figure 1 shows the process of 
designing a mission (or other object) using the 
DDP process. We start by identifying the 
fundamental requirements. The objectives of the 
project and lower level requirements are derived 
from these fundame ntal requirements. The events 
that can lead to the non-fulfillment of the 
requirements or the risk elements are then 
identified. Design choices are made to reduce the 
identified risks. These design choices, in turn, may 
introduce new risks and/or derived requirements. 
Therefore the mission design process is more 
cyclic than hierarchical and it takes a few cycles to 

the right elements of the design and explore 
various combinations of activities to mitigate the 
risks. Each of these investments has resource costs 
(e.g., mass, cost, power) associated with them and 
the tool provides a running total of the resources 
allocated to various investments. The DDP tool 
has been used as a front-end to provide quick, near 
real-time identification of a prioritized risk element 
list as well as the most promising investments. The 
tools allows the users to identify areas for 
additional work and it is this feature which will be 
exploited to identify areas most benefiting from 
more detailed, PRA analysis. 

Once an acceptable design is created, it may be 
desirable to apply the sophisticated analytical 
techniques used in PRA analyses to further study 
this design. This process is illustrated in Figure 2. 
4 



In this figure, an initial DDP analysis on the system 
produces rough estimates of risk in four areas: A, 
B, C & D. These estimates indicate that areas B 
and D are somewhat high risk. A detailed PRA 
analysis of these two areas determines that area B 
is somewhat lower in risk than the initial rough 
estimate produced by DDP and area D is somewhat 
riskier. This information is fed back into DDP and 
the decision maker selects an investment option to 
mitigate the risk imposed by D. Once this 
mitigation scheme is taken into consideration, the 
relevant information is fed back into PRA and the 
exact likelihood measures are computed and fed 
into DDP. DDP in turn updates it’s risk profile 
accordingly. This process continues until the 
decision maker is satisfied with the risk profile. 

2. Risk Management for Large Scale 
Systems 
Large scale systems are composed of many 
interdependent components and modules. Risk 
management for such systems entails the 
identification of the risk elements, the options 
available for mitigating these risks, the 
interdependencies between the risks and the 
solution options and the preferred solution options 
to be employed throughout the life cycle of the 
system, taking into consideration the many 
dimensions of these systems. Because of the 
inherent complexity of large scale systems and the 
fact that these systems are dynamic, risk 
management should also be an evolutionary 
process. Therefore, there is the need for a process 
that can provide clear and continuous insight into 
the evolving risk landscape of such systems. 

The DDP process is a life cycle risk management 
technique that captures the many dimensions of 
large scale systems. The user identifies the 
requirements for system success, the factors that 
could lead to these requirements not being met, and 
the techniques that could be employed for 
increasing the probability of requirement 

satisfaction. Each of the requirements, risk 
elements, and solution options have many different 
classes within themselves. The various dimensions 
of each of these elements and the interaction within 
and between these elements are captured in trees, 
charts, matrices and dashboards within the context 
of DDP. 

Probabilistic Risk Assessment techniques, on the 
other hand, provide a more formal approach for 
risk analysis that analyzes the interactions within 
large systems, and how the system operates. This 
approach is based on considering the various 
events and failures that could OCCUT and the 
scenarios that would result fkom these occurrences. 
This methodology does provide the likelihood of 
each scenario, but it is really the systems analysis 
and risk prioritization that is the power of doing 
PRA. The earlier a PRA is developed for the 
project, the more it can help. However, there will 
be more uncertainty than towards the end of the 
project when the design is more complete, the 
system interactions are better understood, and more 
effort can be placed in the data analysis. It makes 
sense to incorporate a qualitative perspective from 
DDP when dealing with these prioritized risks due 
to the uncertainty, and due to the fact that the 
model results will be highly sensitive to the single 
point failures that always exist in aerospace flight 
projects. It is very difficult to work a PRA, or any 
other quantitative analysis, real time like a 
qualitative analysis, and working risk management 
issues using DDP with the project real time can be 
very helpful in identifying, prioritizing, and 
managing risks. 

Using the multiple perspectives of DDP and PRA 
deepens our insight about the system and allows 
for a broad and formal analysis of the inherent risks 
involved in large scale systems. In the following 
section, we study the interplay between DDP and 
PRA and construct a unified approach for risk 
management of complex systems which builds on 
the strengths of both these techniques. 
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Figure 3: High level interplay of PRA and DDP for Risk Management 

3. Best of both worlds: Combining 
DDP and PRA 
In this section, we propose combining the 
techniques used in the Defect Detection and 
Prevention process and the Probabilistic Risk 
Assessment process for conducting a life cycle risk 
management for large scale systems. First, we 
study the interplay between DDP and PRA from a 
high level and then we consider the steps involved 
in each and identify the areas where each could 
lend to the other. This leads us to a unified 
approach for conducting risk management for large 
scale systems by building on the strengths of both 
PRA and DDP. 

Figure 2 shows the high level process of risk 
management for large scale systems using DDP 
and PRA. Initially, the available information 
obtained from various sources including expert 
opinion, historical data, and design team intuition 
is entered in the DDP software. The DDP analysis 
then yields various trees and charts and helps 
identify the most risky regions of the project. 
These regions are then further analyzed for a better 
estimate of the probability of occurrence and 
consequences using a PRA study. The likelihood 
measures are then fed back into DDP. DDP then 

refines the project portfolio based on this new 
information. This process continues until the 
decision maker is satisfied with the investment 
portfolio created in DDP and the levels of risk that 
are determined by the combination of DDP and 
PRA analysis. 

Figure 3 shows our unified approach for risk 
analysis within the context of DDP and PRA from 
a lower level of detail. Initially, the requirements 
for the success of the project and their respective 
weights are identified and input to DDP. The 
factors that could lead to the non-fulfillment of 
these requirements or the failure modes of the 
project are also identified in DDP. For the most 
important failure modes, the PRA can analyze 
these in more detail and provide a better 
understanding of what the risk is. These likelihood 
and consequences are then fed back into DDP. 
Solution options, or techniques that are used to 
reduce or eliminate the probability of failures and 
the effects of the RE’S, OBJ’s and SO’S on each 
other are determined in DDP. Again, for the most 
risky areas identified in DDP, the associated events 
and failure modes are identified and a more formal 
analysis for finding their respective probability of 
occurrence is conducted using PRA techniques. 
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DDP 
*Identify requirements for success and 
their respective weights; 
-Identify factors that could lead to 
non-fulfillment of requirements or 
failure modes (FM); + 
-Determine ways to prevent the non- 
fulfillment of Requirements (INV’s) 
*Determine the effects of RE’S, REQ’s, 
and INV’s on each other. 
-Determine the “optimal” combination 
of INV’s for satisfying project 
objectives. 

4- 

PRA 

;Use event trees to determine 
sequence of events that can cause 
each failure mode. 

;Use data analysis techniques to 
determine the dependencies between 
RE’S, REQ’s and INV’s 
*Rank risk drivers 
*Uncertainty and Sensitivity 
*Identify factors quantitatively that 
could lead to non-fulfillment of 
requirements or failure modes 
(FM’s) 
*Assess cost-benefits of “fixes” 

Precise and accurate assessment of risks. 
Optimal strategy for satisfLing project objectives. 

Figure 4: Unified Approach for Risk Analysis using DDP and PRA 
One difference to consider between PRA and DDP 
is that DDP is basically the ‘breadth” of the risk 
management analysis, and PRA is the ‘depth.’ The 
PRA analysis can be partially directed by DDP, 
forcing the analysis to an appropriate level of detail 
for the current project phase. In turn, PRA can 
analyze the entire list of risks, better prioritize the 
list by a more complete examination of the failures, 
and to ensure that the risk list is as complete as 
possible. This is the depth of the risk analysis, but 
being careful not to go into unnecessary detail. 
This is a difficult topic to teach to PRA 
practitioners: when is the detail sufficient [3,4]. 
There are many examples of PRAs that have gone 
into too much detail, and this is one reason why 
PRA is attacked by many critics for being too 
costly or not providing the information that is 
needed. This isn’t the fault of the methodology, 
but the fault of the inexperienced or under-worked 
practitioner. It is the desire of this effort, that by 
merging DDP and PRA we can optimize the efforts 
of each. 

3. I. Example applications 
For a pilot project, the Mars Smart Lander (Mars 
’09, or MSL) project was used as a test case of 

merging PRA and DDP. The first step in the 
process was for the respective PRA and DDP 
camps to perform their analysis as their usual mode 
of doing business. As a first cut, the MSL PRA 
used the Mars Exploration Rover (Mars ’03, or 
MER) PRA model as a starting point, and 
incorporated changes where changes where known 
to exist. For example, MSL is a nuclear powered 
rover that is three-axis stable, and thus has a 
slightly different Entry, Descent and Landing 
Sequence and a different design. Where design 
details did not exist, such as deployment 
mechanisms, or specific propulsion system 
characteristics, the MER model was used. This 
allowed for a very rapid PRA model to be 
developed. This also allowed for all of the MER 
lessons learned to be carried through immediately. 

The DDP camp, on the other hand, met with the 
program management and the COG engineers and 
listed the perceived risks and elicited the levels of 
risks as perceived by them. They further discussed 
the risk management plans for the next year and 
discussed different ways of balancing the risk 
within the constraints of the budget. 
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Once the two analyses were completed, the two 
analyses could be compared and reiterated. For 
example, fi-om the DDP analysis, it was learned 
that the LIDAR mirror could be destabilized during 
powered descent; this was not considered in the 
original MER PRA analysis since MER relies 
mostly on a radar altimeter setup. Other issues that 
came forth in the DDP analysis were long life 
issues with certain devices, such as brushless 
motors, lubricants, bearings, dust sealant systems, 
actuators, and electronic packaging. MSL will 
have a two year life on Mars, while the MER 
model only considered a 90 day mission. These 
are issues that will have to be addressed in MSL 
PRA updates, but for the initial PRA analysis, there 
was insufficient knowledge and time to adequately 
study these issues; however, the DDP program 
allows them to be tracked even though they didn’t 
show up as a drive in the PRA analysis. 

On the other hand, the DDP analysis did not 
determine that engine out scenarios during 
powered descent could pose control problems per 
se; instead the DDP analysis focused on generic 
issues such as “engine issues,’’ “throttle valve 
issues,” and “hi-flow regulator issues.” These 
piece part issues did not consider the vehicle 
affects like the PRA did, which showed that they 
all contribute to the Entry, Descent and Landing 
risk. The PRA also had a much more detailed 
model of the Deployment Phase, which due to the 
number of pyro events that must be performed in 
sequence, and the number of mechanisms involved, 
is on the MER list of risk drivers. Instead the DDP 
analysis looked at piece part or top level issues that 
were based on limited design knowledge since that 
part of the design had not been developed yet. 

After comparing notes, both analyses could be 
updated to consider all of the risks, and the focus 
could begin on risk prioritization through better 
systems and data analysis. There are many cases 
where project management felt that certain risks 
are critical, so the PRA model has been tagged to 
analyze them in more detail. As the project design 
detail emerges, the risk level can be continually 
updated, monitored and compared to determine the 
most cost-effective solutions to all of the risks. 

Similarly, the DDP efforts can begin to incorporate 
all of the risks, primarily the technical risks which 
are so often forgotten this early in the program. 
The DDP program also has the flexibility to 

consider all risks, technical, cost and 
programmatic, so that its resources can address 
risks across the board. The PRA does not 
explicitly handle cost, programmatic or technology 
development risks. Those risks are much better 
suited to be handled in DDP. 

Since the project is in the early phase of 
development, its risk becomes one of technical and 
cost considerations. As the program progresses, 
the risk focus will change as well to be more 
focused on technical issues as the vehicle goes 
through more detailed design. Then towards the 
later phases, the projects risk focus will again 
change back to schedule and cost as it gets closer 
to its launch date. This process should continue 
through the life of the project. 

4. Future directions 
Although we have presented an approach for 
combining DDP and PRA, there are still many 
unanswered questions and this is an ongoing 
research activity. In the future, we plan to 
elaborate on our approach and implement this 
approach in DDP. 

5. Summary & Conclusions 
Reducing risk is an important concern in 
development of complex systems. Risks 
encompass both those in the developed system 
itself (e.g., that it fails in some catastrophic 
manner), and those in the development activity 
(e.g., that it overruns budget and schedule). 

There are three kinds of tactics to reduce risk: 
prevention (reducing the likelihood of the risk 
arising in the first place), alleviation (reducing the 
severity of the risk should it occur) and detection & 
repair (detecting the presence of a risk and 
repairing it, thus decreasing the likelihood of that 
risk persisting). 

Our vision is to combine aspects of both DDP and 
PRA so as to apply probabilistic reasoning in 
estimation of the efficacy and cost of risk reduction 
strategies that employ a mix of these risk reduction 
tactics. The reasoning would take into account the 
logical fault tree structure of risks, and estimates of 
the efficacy and cost of individual risk reduction 
tactics. The advantages of this approach is that by 
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combining the two methods, both the qualitative 
and quantitative analyses will be more thorough 
and unite the two risk camps, provide a means for 
more effective risk communication, better 
understand the cost-benefits of various risk 
reduction strategies, and give the project the ability 
to optimize such strategies ( e g ,  minimize risk for 
a given cost) and treat risk as a tradable parameter 
(e.g., accept more risk in order to reduce cost). 
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