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1. Introduction

[2] Molecular nitrogen is the main atmospheric constituent of Earth, Titan, and Triton. Electron collisions with this molecule are responsible for much of the observed emission in the Earth’s dayglow, nightglow, and aurora. Further, the successful insertion of the Cassini spacecraft into orbit around Saturn in July 2004, and the subsequent and continuing observations of Titan’s atmosphere with the onboard Ultraviolet Imaging Spectrograph, make the determination of accurate $N_2$ excitation cross sections particularly timely. In order to properly account for the energy flow through the excited states of $N_2$ in these environments, accurate cross sections of as many processes involving $N_2$ as possible are required.

[3] Generally speaking, the cross sections needed for detailed analysis of atmospheric emissions are determined via electron impact induced optical emission spectroscopy (i.e., emission cross sections, ECSs) or by integrating electron scattering differential cross sections (DCSs) determined through electron energy loss spectroscopy to produce integral cross sections (ICSs). Of the two methods, ICSs are often preferred as they are restricted to direct excitation of the level in question, whereas ECSs, which concern the observation of emitted photons, involve direct excitation as well as cascade from higher-lying levels and branching decay channels (radiative, predissociation) that take part in the photoemission process. However, in the case of $N_2$, many of the states of interest are associated with overlapping spectral features in the energy loss spectrum. Therefore the accuracy of the derived ICSs is heavily dependent on the spectral energy resolution and quality and underlying assumptions pertaining to the spectral unfolding methods.

[4] To date, the pioneering work of Cartwright et al. [1977a, 1977b], whose data were later renormalized by Trajmar et al. [1983], and that of Campbell et al. [2001] are the only comprehensive experimental determinations of ICSs for the states examined in the present work (these works were extended further to include the $E^3\Sigma^+_g$ and $a^1\Sigma^+_g$ states). Apart from these measurements, various ICSs have been determined for subsets of these states by, for instance, Brinkman and Trajmar [1970] ($a^1\Pi_g$), Finn and Doering [1976] ($a^1\Pi_g$), Zenker and Trajmar [1987] ($A^3\Sigma^+_u$, $B^3\Pi^g$, $W^3\Delta_u$, $a^1\Pi_g$, $w^1\Delta_u$, and $C^3\Pi_u$), and Zubek and King [1994] ($C^3\Pi_u$). Detailed reviews of existing $N_2$ cross sections are given by Trajmar et al. [1983], Trajmar and Cartwright [1984], Itikawa et al. [1986], Zecca et al. [1996], Brunger and Buckman [2002], Brunger et al. [2003], and Itikawa [2005].

[5] Khakoo et al. [2005] have recently measured DCSs over an extended range of incident energies for the eight.
The lowest excited electronic states of N₂. These measurements are expected to be an improvement over previous measurements and Khakoo et al. [2005] provide arguments, which will be discussed in the following section, to support the improved accuracy of their results over other available DCs from which other existing ICs are derived. As such, it was important to derive new ICs from these data.

The DCs of Khakoo et al. [2005] covered a range in energy loss spanning 6.25 to 11.25 eV. This range in energy loss allowed for the extraction of DCs, and thereby the present ICs, for the electron impact excitation of the A ³Σ⁺, B ³Π, W ³Δ, B’ ²Σ⁺, a’ ¹Σ⁺, a’ ¹Π, w ¹Δ, and C ²Π electronic levels out of the X ¹Σ⁺ ground state. These excitation processes play important roles in a number of prominent N₂ emissions. Perhaps most notable is the excitation of the a ¹Π, w ¹Δ, and a’ ¹Σ⁺, w ¹Δ, states, which have been suggested to populate the a ¹Π, w ¹Δ, levels through radiative and collisionally induced cascade and thereby contribute to the LBH emission (a’a-X, w-a-X, and a’w-a-X), are of particular importance. Excitation of the A ³Σ⁺, B ³Π, and C ²Π states gives rise to the emissions of the Vegard-Kaplan system (A ³Σ⁺ - X ¹Σ⁺), which are observed in the aura, and the first (B ³Π - A ³Σ⁺) and second (C ²Π - B ³Π) positive systems that together dominate N₂ emissions throughout the visible and near-infrared. Further, these three states, along with the W ³Δ, B’ ²Σ⁺, and a’ ¹Σ⁺ states, account for a number of interconnecting cascade pathways to the ground state (e.g., C-B-A-X, C-A-X, B’-B-A-X, W-A-X, B-A-X) [Lofthus and Krupenie, 1977].

2. Differential Cross Sections

Khakoo et al. [2005] detail the experimental and analytical procedures used to determine the DCs from which the ICs presented here were derived. However, the quality of these DC data and the associated uncertainties are directly reflected in the presently derived ICs. Therefore a brief summary of the DCs measurements is given here and the reader is urged to refer to Khakoo et al. [2005] for details.

Cylindrical electrostatic optics and double hemispherical energy selectors were utilized both in the electron gun and the detector (see Khakoo et al. [1994] for further details). Energy loss spectra, including both the elastic peak and the inelastic region of interest, were collected at fixed impact energies and scattering angles by repetitive, multi-channel-scaling techniques. The target N₂ beam was formed by effusing the gas through a collimating capillary array. The background signal was accurately determined using a proven [Johnson et al., 2003; Childers et al., 2004] moveable target source method first described by Hughes et al. [2003].

Energy loss spectra were accumulated over the energy loss range of 6.25 eV to 11.25 eV covering a maximum angular range of 5° to 130° in 5°-10° intervals. To establish a uniform transmission response of the spectrometer for scattered electrons, the spectrometer was tuned so that the scattered electron signal followed the same relative intensity as the time-of-flight (TOF) value (for gross features) accurately determined by LeClair and Trajmar [1996]. The measured spectra were then unfolded to obtain individual intensities of the A ³Σ⁺, B ³Π, W ³Δ, B’ ²Σ⁺, a’ ¹Σ⁺, a’ ¹Π, w ¹Δ, and C ²Π states relative to the total summed intensity (A + W + B + B’ + a’ + a + w + C). The unfolding procedure made use of Franck Condon (FC) factors for X ¹Σ⁺ (v” = 0) → n’ (v’) vibrational transitions to the n’ electronic manifold from a combination of sources [Tanaka et al., 1964; Benesch et al., 1965; Cartwright et al., 1977a] according to procedures described by both Wrick et al. [2002] and Khakoo et al. [2005].

Additional energy loss spectra covering the elastic (–0.25 eV to +0.25 eV energy loss) and inelastic (6 eV to 11.5 eV energy loss) regions were measured using the moveable target source method. Total summed DCs (A + W + B + B’ + a’ + a + w + C) were then obtained by (relatively) normalizing the elastic peak counts to an average of selected experimental DCs for elastic electron scattering from N₂ [Shyn and Carignan, 1980; Trajmar et al., 1983; Nickel et al., 1988; Gote and Ehhardt, 1995]. These (relative) summed DCs data were then placed on an absolute scale using the inelastic DCs obtained from the TOF measurements of LeClair and Trajmar [1996] to correct for any variation in the analyzer response function between the elastic feature and the inelastic features under scrutiny. In this way, full DCs for each electronic state over all v’ levels excitable at that electron energy were determined. For electron impact energies greater than 12.5 eV, the transmission correction (determined by comparing the experimental elastic to inelastic ratios with those given by LeClair and Trajmar [1996]) was <12%. At 10 and 12.5 eV impact energies, the variation in analyzer response was more significant (~27% at 10 eV).

The DCs of each state were obtained by applying the earlier individual state fractional intensities obtained from the unfolding procedure to the normalized summed DCs. Experimental errors were determined by combining all of the contributing error components in quadrature: (1) statistical and fitting errors in the individual scattering intensities (typically 2–30%), (2) inelastic/elastic ratio error of the TOF results (~10%) [LeClair and Trajmar, 1996], (3) the error in the available elastic scattering DCs (~15%), (4) the error propagated by the inelastic to elastic ratio measurements (typically 5%), (5) error introduced by the analyzer response function (10%), and (6) an uncertainty for the dependence of the flux-weighted FC factors on the electron residual energy (10% at E₀ = 10 eV, ~8% at E₀ = 12.5 eV, greater than 5% at E₀ = 15 eV, and for E₀ > 15 eV this correction was negligibly small).

There are several factors that should be kept in mind while assessing these DCs in comparison with previous measurements. Although the elastic scattering DCs that are available for N₂ are in good agreement (typically within 12%), the usual method of normalizing to elastic DCs is hindered by background effects produced by elastically scattered secondary electrons from surfaces in the apparatus. Further, these effects compound at small angles where the detector provides an additional target for the incident electron beam. The recently developed moveable target source method employed by Khakoo et al. [2005] is able to accurately enable the determination of such backgrounds and hence can be expected to provide significantly improved results compared with previous investigations.
Table 1. DCSs for Electron Impact Excitation of the a $^1\Pi_g$ State From the X $^1\Sigma_g^+$ Ground State at 200 eV Impact Energy

<table>
<thead>
<tr>
<th>Scattering Angle, degrees</th>
<th>DCS, $\times 10^{-18}$ cm$^2$ sr$^{-1}$</th>
<th>Error, $\times 10^{-18}$ cm$^2$ sr$^{-1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>17.3</td>
<td>4.3</td>
</tr>
<tr>
<td>10</td>
<td>9.84</td>
<td>2.23</td>
</tr>
<tr>
<td>20</td>
<td>2.08</td>
<td>0.52</td>
</tr>
<tr>
<td>30</td>
<td>0.317</td>
<td>0.079</td>
</tr>
<tr>
<td>40</td>
<td>0.0873</td>
<td>0.0218</td>
</tr>
<tr>
<td>50</td>
<td>0.0348</td>
<td>0.0067</td>
</tr>
<tr>
<td>60</td>
<td>0.0236</td>
<td>0.0059</td>
</tr>
<tr>
<td>70</td>
<td>0.0216</td>
<td>0.0054</td>
</tr>
<tr>
<td>80</td>
<td>0.0139</td>
<td>0.0035</td>
</tr>
<tr>
<td>90</td>
<td>0.0108</td>
<td>0.0027</td>
</tr>
<tr>
<td>100</td>
<td>0.0109</td>
<td>0.0027</td>
</tr>
<tr>
<td>110</td>
<td>0.0126</td>
<td>0.0032</td>
</tr>
<tr>
<td>120</td>
<td>0.0183</td>
<td>0.0046</td>
</tr>
</tbody>
</table>

Furthermore, variation in the spectrometer response as a function of energy loss is also a concern when normalizing to an elastic feature that is up to $\sim$11 eV away. However, this effect was minimized through tuning and later corrected for using the TOF experimental data of LeClair and Trajmar [1996] (as previously discussed).

[13] Apart from the results of Khakoo et al. [2005], new DCSs for the excitation a $^1\Pi_g$ were determined at 200 eV using the same apparatus and experimental techniques. However, a somewhat simpler method was used to extract the absolute DCSs from the energy loss spectra. At 200 eV, the DCSs for N$_2$ are relatively small, which makes collecting sufficient statistics for accurate spectral unfolding problematic. However, in considering the Khakoo et al. [2005] data, it was noted that the differential (angular) ratio of the a $^1\Pi_g$ DCS to total summed DCS was essentially the same, within $\sim$10%, at 50 and 100 eV impact energies. This afforded a means of obtaining the 200 eV a $^1\Pi_g$ DCS while avoiding the aforementioned difficulties associated with small DCSs.

[14] Energy loss spectra were collected to determine the differential total summed intensities of the A $^3\Sigma_u^+$, B $^3\Pi_u$, W $^3\Delta_u$, B $^3\Sigma_u^+$, a $^1\Sigma_u^+$, a $^1\Pi_u$, w $^3\Delta_u$, and C $^3\Pi_u$ states at 5° and from 10° to 120° in 10° intervals. Then, by assuming that the trend in the ratio of the a $^1\Pi_g$ DCS to total summed DCS observed at 50 and 100 eV extended to 200 eV, the a $^1\Pi_g$ DCSs were extracted. In order to account for additional errors involved with the underlying assumption of this method, a further 10% uncertainty was assigned to the determined DCSs. These results are listed in Table 1 and are shown graphically in Figure 1.

3. Integral Cross Sections

[15] ICSs were derived from the DCSs of Khakoo et al. [2005] and the presently determined DCSs at 200 eV for excitation of the a $^1\Pi_g$ state by interpolating between measured DCSs and extrapolating to unmeasured scattering angles prior to integration. Interpolation between measured points was performed using a B-spline algorithm. It should be noted that apart from the B-spline interpolation, no smoothing of the DCS data was performed in either the Khakoo et al. [2005] or present analyses.

[16] Unfortunately, there is a distinct lack of ab initio theoretical DCS data available for the excitation processes studied here. Therefore without reliable theory to use as a guide, extrapolations of the DCSs to experimentally inaccessible scattering angles were performed based on trends observed in the DCS data. Although this procedure may seem ad hoc at first, the following arguments can be made to support the accuracy of the performed extrapolations. First, there was very little angular range over which the DCSs had to be extrapolated ($\Delta \theta = 5°$–$25°$ toward $\theta = 0°$ and $\Delta \theta = 50°$ toward 180°; $\Delta \theta = 60°$ in the case of the 200 eV a $^1\Pi_g$ DCSs). The low angle extrapolation may initially seem cause for concern given the forward peaked nature of some of the DCSs involved. However, when integrating the DCSs over all scattering angles to obtain ICSs, the $\sin \theta$ factor introduced in the differential volume element suppresses the contribution of the $\theta = 0°$ to 5° region of the DCS to the final ICS. Although this is also true as $\theta \rightarrow 180°$, the high angle extrapolations covered a much larger angular range (50°–60° in the case of the 200 eV a $^1\Pi_g$ DCS). However, the forward peaked nature of some of the DCSs involved serves to minimize the contribution of the extrapolated regions.

[17] In order to estimate the uncertainty in the final ICSs, two further integrations were performed for each transition and energy in which extrapolations were made over the unmeasured angles by holding the DCSs at the lowest and highest measured angles constant (flat) down to 0° and up to 180°, respectively. The differences between the results of these integrations and the properly determined ICSs were taken to represent the uncertainties associated with each extrapolation. The two extrapolation uncertainties were then combined in quadrature to arrive at the net uncertainty contributed by the extrapolation procedure. Since DCSs were measured in small angular intervals (5°–10°), no uncertainty was attributed to the interpolation between...
4. Results and Discussion

The derived ICS values are listed in Table 2. The ICSs are also plotted in Figures 2–10 along with a selection of available experimental and theoretical results. In terms of ICSs derived from DCS measurements, the plots include ICSs recommended by Trajmar et al. [1983] (i.e., renormalized data of Cartwright et al. [1977b]; referred to as Cartwright et al. [1977b]; Trajmar et al., 1983 from here on) as well as all ICSs, at comparable energies, published since. Of note, in the original Cartwright et al. [1977b] paper, ICSs were only experimentally determined at impact energies of 10, 12.5, 15, 17, 20, 30, and 50 eV. However, depending on the threshold, ICSs were not determined at each of these energies for all included states. In addition, cross sections were reported at finer energy intervals and at lower energies than those for which experiments were performed through interpolations and extrapolations. Therefore care must be taken when considering these data, especially at low energies (i.e., <15 eV).

For comparison with theory, the ICSs of Gillan et al. [1996] have been included. Earlier theoretical ICSs have been discussed by Gillan et al. [1996] and these other theoretical ICSs have not been included here with the exception of Chung and Lin’s [1972] calculated ICSs based on the Born approximation. Since these Born-derived ICSs are expected to provide reasonable results at high impact energies, they have been included where available. Further, since Gillan et al. [1996] did not provide ICSs for the X $^1\Sigma_g^+$ – $^1\Pi_g$ transition, the calculation of Holley et al. [1981] has been included in this case. For more complete reviews of previous experimental and theoretical results please see the articles and reviews referenced in section 1.

Unless otherwise noted, the discussed experimental ICS data were derived from DCS measurements in a manner similar to the present data. However, previous DCS measurements are generally plagued by old and inaccurate normalization standards and methods, ineffective angular coverage, insufficient energy resolution, and inadequate spectral unfolding. The present work was in part motivated by the varying collections of $N_2$ DCS and ICS data (for example, Zetner and Trajmar [1987] in the work of Brügger and Buckman [2002] and Trajmar private communications such as in the work of Huo and Dateo [1999]) assembled by the JPL group over numerous years, following the revised values by Trajmar et al. [1983]. The present work, along with the DCSs of Khakoo et al. [2005], is meant to supersede these previous data. In the cases where published data were determined by other experimental means, such as fluorescence emission techniques, this is explicitly stated in the text.
et al., 2003]. Therefore such measurements are not well suited for direct comparison with the present data. Consequently, swarm results have been omitted from this discussion.

[22] It should be noted that in the cases where tabulations of published data were not available [Holland, 1969; Chung and Lin, 1972; Fliflet et al., 1979; Holley et al., 1981; Gillan et al., 1996], data were digitized from published plots and included in the present figures for comparison. In the figures the digitized data points have been connected using either straight lines or B-spline interpolations to present smooth curves.

4.1. $X^1\Sigma_g^+ - B^3\Pi_u$

ICSs for the excitation of the $A^3\Sigma_u^+$ state are shown in Figure 2. Relatively good agreement is seen among the experimental data sets over the whole energy range. The R-matrix calculation [Gillan et al., 1996] predicts ICSs that

Figure 3. ICSs for electron impact excitation of the $X^1\Sigma_g^+ - B^3\Pi_u$ transition in $N_2$ (solid circles represent present data, open squares represent Cartwright et al. [1977b] renormalized by Trajmar et al. [1983], open triangles represent Campbell et al. [2001], dash line represents Chung and Lin [1972], solid line represents Gillan et al. [1996], and dot line represents Fliflet et al. [1979] scaled by 0.65).

Figure 4. ICSs for electron impact excitation of the $X^1\Sigma_g^+ - W^3\Delta_u$ transition in $N_2$ (solid circles represent present data, open squares represent Cartwright et al. [1977b] renormalized by Trajmar et al. [1983], open triangles represent Campbell et al. [2001], dash line represents Chung and Lin [1972], solid line represents Gillan et al. [1996]).

Figure 5. ICSs for electron impact excitation of the $X^1\Sigma_g^+ - B^3\Sigma_u^+$ transition in $N_2$ (solid circles represent present data, open squares represent Cartwright et al. [1977b] renormalized by Trajmar et al. [1983], open triangles represent Campbell et al. [2001], and solid line represents Gillan et al. [1996]).

Figure 6. ICSs for electron impact excitation of the $X^1\Sigma_g^+ - a^1\Sigma_u^+$ transition in $N_2$ (solid circles represent present data, open squares represent Cartwright et al. [1977b] renormalized by Trajmar et al. [1983], and open triangles represent Campbell et al. [2001]).
have good agreement with the available experiments. However, the small resonance structure (belonging to the formation of the $N_2^+ 1\pi_u 1\pi_u^2 3\Pi_g$ complex) predicted near 12 eV is not observed in the experimental data sets. Interestingly, our raised ICS at 10 eV alludes somewhat to the existence of this resonance, but unfortunately this single point is insufficient to definitively identify the resonance. The Born-Ochkur results [Chung and Lin, 1972] are almost an order of magnitude larger than experimental results.

Figure 7. Cross sections for electron impact excitation of the $X^1\Sigma_g^+ - a^1\Pi_g$ transition in $N_2$ (solid circles represent present data, open squares represent Cartwright et al. [1977b] renormalized by Trajmar et al. [1983], open triangles represent Campbell et al. [2001], dash line represents Chung and Lin [1972], dash dot line represents Holley et al. [1981], dot line represents Holland [1969], solid line represents Ajello and Shemansky [1985], and open circles represent Mason and Newell [1987]).

Figure 8. ICSs for electron impact excitation of the $X^1\Sigma_g^+ - w^1\Delta_u$ transition in $N_2$ (solid circles represent present data, open squares represent Cartwright et al. [1977b] renormalized by Trajmar et al. [1983], open triangles represent Campbell et al. [2001], and dash line represents Chung and Lin [1972]).

Figure 9. Cross sections for electron impact excitation of the $X^1\Sigma_g^+ - C^3\Pi_u$ transition in $N_2$ (solid circles represent present data, open squares represent Cartwright et al. [1977b] renormalized by Trajmar et al. [1983], open diamond represents Zubek and King [1994], open triangles represent Campbell et al. [2001], dash line represents Chung and Lin [1972], dot line represents Poparic et al. [1999], and solid line represents Zubek [1994]).

Figure 10. The summed ICSs for electron impact excitation of the $X^1\Sigma_g^+$ to $A^3\Sigma_u^+$, $B^3\Pi_u$, $W^3\Delta_u$, $B'^3\Sigma_u^+$, $a'^3\Sigma_u^+$, $a^1\Pi_g$, $w^1\Delta_u$ and $C^3\Pi_u$ states (solid circles represent present data, open squares represent Cartwright et al. [1977b] renormalized by Trajmar et al. [1983], and open triangles represent Campbell et al. [2001]). See the text for further details.
However, the shape of the excitation function shows a tendency to asymptote toward agreement at higher energies.

### 4.2. $X \ ^1\Sigma^+_g - B ^3\Pi_g$

[24] Figure 3 shows the experimental and theoretical ICSs for excitation of the $B ^3\Pi_g$ state. Very good agreement is seen among the experimental data sets at energies $\geq 20$ eV. Good agreement is seen with the renormalized data of Cartwright et al. [1977b; Trajmar et al., 1983], whereas the Campbell et al. [2001] results grow to a factor of 3.6 between 20 eV and the present data at the peak value ($\sim 15$ eV). The Gillan et al. [1996] calculation gives excellent agreement with the present data, while Chung and Lin [1972] predict a broader peak in the excitation function that is shifted toward higher energy and suggests agreement at larger energies. Of interest and significance is the distorted-wave calculation (an intermediate energy model) of Fliflet et al. [1979] that reproduces the “shoulder” observed in the present ICSs near 30 eV. Therefore their $B ^3\Pi_g$ state cross section has been included in Figure 3 after being scaled by a factor of 0.65 to bring it in line with the present data at 50 eV. The overestimation toward threshold was expected and discussed by Fliflet et al. [1979].

#### 4.3. $X \ ^1\Sigma^+_g - W ^3\Delta_u$

[25] As seen in Figure 4, the present $X \ ^1\Sigma^+_g - W ^3\Delta_u$ cross section data are in excellent accord with those of Campbell et al. [2001] over the entire energy range with the exception at 20 eV where the experimental error bars do not overlap. At 20 eV and above, the Cartwright et al. [1977b; Trajmar et al., 1983] data agree well within error estimates with the present data but are significantly larger at lower energies. Again, the Gillan et al. [1996] results follow the trend in the present data while the Chung and Lin [1972] results substantially underestimate the cross sections in the threshold region but suggest convergence at larger energies.

#### 4.4. $X \ ^1\Sigma^+_g - B ^3\Sigma^+_u$

[26] Figure 5 shows that experimental ICSs for excitation of the $B ^3\Sigma^+_u$ state are in reasonably consistent agreement at 20 eV and above. However, the present data show a slower rise from threshold with a peak cross section some 5 eV above the peaks seen in the other experimental data sets. R-matrix calculations of Gillan et al. [1996] are in disagreement with the present data for this transition. The calculated ICSs are approximately a factor of 2 larger than the present data and show a somewhat sharper rise from threshold.

#### 4.5. $X \ ^1\Sigma^+_g - a ^1\Sigma^+_u$

[27] The experimental ICSs measured by Cartwright et al. [1977b; Trajmar et al., 1983] and Campbell et al. [2001] for the $X \ ^1\Sigma^+_g - a ^1\Sigma^+_u$ transition show good agreement, generally within the range of estimated uncertainties of the present data (Figure 6). However, they both indicate larger cross section peak values than the present data.

#### 4.6. $X \ ^1\Sigma^+_g - a ^1\Pi_g$

[28] Figure 7 shows that the experimental $X \ ^1\Sigma^+_g - a ^1\Pi_g$ ICSs of Cartwright et al. [1977b; Trajmar et al., 1983] and Campbell et al. [2001] agree well with the present data at 30 and 50 eV while the present data are significantly smaller closer to threshold. Note that a (presumed) transcription error was corrected in the Trajmar et al. [1983] tabulation (i.e., ICS = $12.9 \times 10^{-18}$ cm$^2$ at 50 eV and not $2.9 \times 10^{-18}$ cm$^2$).

[29] The Born approximation prediction [Chung and Lin, 1972] lies between the plotted data sets in the threshold to peak region and does not clearly converge toward the experimental data at high energy. However, the early, simple two-state close-coupling theoretical prediction of Holley et al. [1981] gives an excitation function that is similar in shape to the present data while lying at the upper reach of the estimated experimental uncertainties. Unfortunately, Holley et al. [1981] did not provide DCS results, which hinders a meaningful assessment of the calculation’s accuracy.

[30] It is worthwhile to reconsider the Born-Ochkur (BO) data of Chung and Lin [1972] relative to the substantial number of data sets now available. The BO data plotted here and in other reviews were calculated by Chung and Lin [1972] using their wave function set (i). ICS data based on set (i) have presumably been favored over the others due to the reasonable agreement with the available and comparable experimental data of Holland [1969] and Ajello [1970]. ICS derived using wavefunction set (ii) have presumably been favored over the others due to the reasonable agreement with the available and comparable experimental data of Holland [1969] at large impact energies, while those derived using set (iv) have excellent agreement with the 100 eV data point of Holland [1969]. Examination of the emission data of Ajello [1970] shows a shape that is unacceptable at high energies, which was later attributed to the presence of secondary electrons in that experiment [Finn and Doering, 1976; Ajello and Shemansky, 1985]. On the basis of this exclusion, the present results set a preference of BO set (iv) ICSs over set (i) ICSs at “high” energies. However, BO set (iv) underestimates the cross section at low energy. Reconsideration of the choice of wavefunctions is prudent in light of the present direct measurement extending the ICSs to higher incident energies.

[31] Cross sections determined through fluorescence detection experiments by Holland [1969] and Ajello and Shemansky [1985] are included in Figure 7. Holland [1969] determined the ECSs at 100, 900, and 2000 eV by measuring emission intensities along a number of lines of sight perpendicular to the exciting electron beam to determine the total LBH emission. However, owing to the long lifetime of the $a ^1\Pi_g$ state, and the finite volume of the apparatus, a significant portion of the emission was not observed. By modeling the glow profile around the electron beam, the unobserved emission was accounted for and ECSs were determined. Holland did not account for predissociation in his ECS determination. However, if predissociation is factored into the Holland [1969] data set using the predissociation (~12%) suggested by Ajello and Shemansky [1985] for lower incident energies, then the Holland data agrees within errors with the present ICSs indicating that there is minimal cascade to the $a ^1\Pi_g$ state at high energy.

[32] Ajello and Shemansky [1985] measured LBH emission spectra as a function of impact energy from 120 to 210 nm, normalized using the cross section of Lyman $\alpha$ emission of $H_2$ [Shemansky et al., 1985], and deduced ICSs for direct excitation of the $a ^1\Pi_g$ state using an analytical fit to the measured data. These results agree excellently with the present data at 30 eV and above.
Below this energy, the Ajello and Shemansky [1985] data lie above the present data but agree within stated errors at 20 eV and closely follow the results of Cartwright et al. [1977b; Trajmar et al., 1983]. Ajello and Shemansky [1985] performed an analytical fit to their measured a 1Πg (3.0) (emission) excitation function, which indicated negligible cascade contribution. They further noted the strong, relative agreement between their emission excitation function and that of the original Cartwright et al. [1977b] data and a 5% absolute agreement in the ICSs from these two analyses. However, it should be pointed out that they did not take into account the renormalization by Trajmar et al. [1983] of the Cartwright et al. [1977b] data. The present results suggest a larger “fast” cascade contribution between threshold and peak to the a 1Πg emission than was concluded by Ajello and Shemansky [1985]. However, it should be noted that Ajello and Shemansky [1985] observed approximately a 10% and 17% deviation at incident energies 10 eV and 12 eV, respectively, between their (3.0) emission data and model fit. They attributed this greater than 5% deviation to an incident energy resolution issue near threshold, though it could also indicate a larger cascade contribution relative to the present results. Furthermore, renormalization of the LBH cross section of Ajello and Shemansky, using the recommended value for the H2 Lyman α emission cross section at 100 eV of either van der Burgt et al. [1989] or Liu et al. [1998], would scale their cross section by factors of ~0.892 or ~0.875, respectively. Such (allowed) renormalization brings the cross section of Ajello and Shemansky [1985] into better agreement with the present results.

More recently, Budzien et al. [1994] have inferred a 31% emission contribution (see their paper for a full discussion) to the total a 1Πg state excitation by means of “slow” cascade from the a 1Σ−, a 1Σ+, and w 1Δu states based on observations of the airglow by the Ultraviolet Limb Imaging experiment of STS-39. The 31% “slow” cascade contribution to the total a 1Πg emission is in contrast with the (negligible) contribution suggested by Ajello and Shemansky [1985]. However, it should be stated that the field-of-view, chamber size, and pressure range employed in the a 1Πg emission measurement of Ajello and Shemansky [1985] should preclude contamination within stated errors of their LBH measurement by the “slow” cascade component. It is interesting to note that Eastes and Dentamaro [1996], and later Eastes [2000a, 2000b], have suggested that collisional induced electronic transitions (CIET) among the a 1Πg, a 1Σ−, a 1Σ+, and w 1Δu states of N2 could be as important as radiative transitions among these states. Obviously, the revised ICSs in the present results impact the interpretation of the a 1Πg, a 1Σ+, and w 1Δu excitation-cascade-CIET systems and subsequent interpretation of atmospheric emissions.

Mason and Newell [1987] have presented cross sections for the X 3Σ− - a 1Πg transition by detecting N2 metastables (a 1Πg) produced by electron impact with a channel electron multiplier in a TOF experiment. Their experiment produced a relative excitation function that was then normalized to an average of peak ICS values [Borst, 1972; Cartwright et al., 1977b; Ajello and Shemansky, 1985] (which can be renormalized based on new data). In examining these data, it should be noted that the method does not account for processes such as cascade and predissociation that may take place during the flight time of the metastable molecules. It is also very possible that other metastable states were simultaneously detected since their detection technique lacked any suitable metastable state discrimination. Further, the error bars provided by Mason and Newell [1987] are significant underestimates of a true experimental error considering the detection method they used. For instance, variation in surface detection efficiency of their detector probably introduced an underestimated additional systematic error in their work, as did their metastable selectivity.

Additional comments should be made with respect to the potential detection of metastables other than the a 1Πg state by Mason and Newell [1987]. They assumed that the only possible unwanted metastable contributors would be the A 3Σ+, B 1Σ+, and E 3Σ+ states. They argued that the A 3Σ+ state would not be detected, based on threshold energy, due to the work function of their detection surface. Further, they stated the E 3Σ+ state, although present and, in principle detectable, would not contribute as the cross section is approximately an order of magnitude lower than that of the a 1Πg state (apart from the resonance near 12–13 eV [Borst et al., 1972]). However, the quoted work function of their detector, ~8 eV, will allow detection of numerous metastables with sufficiently large excitation energies, cross sections, and long lifetimes such as the a 1Σ−, and w 1Δu states, and possibly the upper vibrational levels (above ~8 eV) of the A 3Σ+ state (which can be excited both directly and by cascade from higher lying levels such as the B 1Πg state).

Mason and Newell [1987] obtained a lifetime of ~115 μs that was attributed to the a 1Πg state (see their paper for a full discussion) by accounting for in-flight decay of the metastables prior to detection. Though other lifetime measurements were available [e.g., Lichten, 1957; Holland, 1969; Freund, 1972; Dahl and Oddershede, 1966] from various techniques, their fitted lifetime was compared to the very similar lifetime of Borst and Zipf [1971] using the same TOF method for the purpose of metastable identification. A much smaller lifetime of ~55 μs, as suggested by others [Dahl and Oddershede, 1986; Marinelli et al., 1989; Magne et al., 1992], would still enable a relatively significant sampling of the a 1Πg metastables given their experimental conditions. However, a lifetime on this order would suggest that additional metastable states, other than the a 1Πg state, would have been detected in their TOF experiment at long flight times. As discussed by Marinelli et al. [1989] (first by Freund [1972]), the a 1Σ+ state is a strong candidate for contamination of the Mason and Newell [1987] a 1Πg TOF spectra. Accounting for other metastable states would explain the early peak onset and the fast rise from threshold in the data of Mason and Newell [1987]. Furthermore, it is unfortunate that a near-threshold excitation function was not presented by Mason and Newell [1987]. This could have allowed a clearer assessment of what metastable states may have contaminated their measurements (assuming an adequately small incident energy spread and reasonably comparable metastable yields for contributing states). Of note, Mason and Newell later modified their instrument to specifically enable metastable state selection [Mason and Newell, 1991].
4.7. $X^1Σ^+_u$ - $w^1Δ_u$

[37] ICSs for excitation of the $w^1Δ_u$ state measured by Cartwright et al. [1977b; Trajmar et al., 1983] and Campbell et al. [2001] agree well with the present results (Figure 8) at 20 eV. However, the excitation function suggested by these other two measurements indicate a larger peak ICS and a faster fall-off with increasing energy than ours. The theoretical ICSs of Chung and Lin [1972] show disagreement with all of the three experimental data sets discussed above.

4.8. $X^1Σ^+_u$ - $C^3Π_u$

[38] Figure 9 shows ICSs for excitation of the $C^3Π_u$ state. All experimental data sets are generally in agreement at higher energies. Again, the present data indicate a cross section with a lower peak than other measurements. This is significant since this transition gives rise to the UV emissions of the second positive band system ($C^3Π_u - B^3Π_g$) with further cascade to the metastable $A^3Σ^+_g$ state. The above observation could indicate a larger cascade, by available mechanisms, into the $C^3Π_u$ state from higher lying Rydbergs compared to previous data sets.

[39] Poparic et al. [1999] (from the tabulation by Brunger and Buckman [2002]) have derived ICSs from differential (in angle) impact energy excitation function scans (threshold to 17 eV) of the $v' = 0, 1, 2$ levels of the $C^3Π_u$ state measured at forward scattering by making assumptions regarding the angular distributions of scattered electrons. These data [Poparic et al., 1999] show a steeper rise in the cross section than what is observed in the present data. However, their ad hoc assumption of isotropic electron scattering systematically favors their analysis toward the results of Campbell et al. [2001]. This assumption reflects the relatively flat DCSs obtained by Brunger and Teubner [1990] over a limited angular range, which were used to obtain the ICSs of Campbell et al. [2001]. The DCSs of Khakoo et al. [2005] and others [e.g., Cartwright et al., 1977a; Trajmar et al., 1983; Zubek and King, 1994] do not support the assumption of isotropic electron scattering.

[40] After a peak around 14 eV, these cross sections [Poparic et al., 1999] agree within uncertainties with the data of both Cartwright et al. [1977b; Trajmar et al., 1983] and Campbell et al. [2001]. Extrapolation of the excitation to higher energies also apparently supports the results of Zubek and King [1994]. Zubek [1994] estimated ICSs based on a broadband (240–400 nm) optical emission excitation function. Zubek claims that the published cross sections are equivalent to ICSs such as those determined here. However, this will only be true in the case where there is no cascade contribution to the $C^3Π_u$ state excitation (from higher- and near-lying Rydberg states) and there is no significant branching to channels outside that of the measured optical emissions. In making this claim, Zubek refers to Shaw and Campos [1983], who concluded that there was little or no radiative cascade based on their delayed coincidence experiments with pulsed electron excitation. The Shaw and Campos experiment was conducted at relatively high target pressures ($10^{-2}$–$10^{-3}$ Torr) where systematic effects such as collisional cascade, collisional induced electronic transitions, and radiation trapping are known to occur [Tohyama and Nagata, 2005]. Unfortunately, no evidence is presented by Shaw and Campos [1983] to confirm that these effects were not present in their measurement. Therefore it is difficult to assess the validity of the "single-collision condition" in their experiment.

[41] Zubek quotes a prohibitively small error, or "standard deviation," in his measurement, i.e., 3.5%. This is unrealistically low for a cross section derived by electron impact induced optical emission spectroscopy. If a more realistic error bar had been assigned, more definitive comparisons could be made. Of note, if the Zubek data were scaled downward (i.e., reduced by 14.9% following the arguments presented by Itikawa [2005]), their consistency with the present data would be significantly improved. Additionally, the early calculation of Chung and Lin [1972] shows agreement with our ICSs at intermediate energies but diverges near threshold and at larger impact energies.

4.9. Sum

[42] Figure 10 gives the total summed cross section for all states studied in the present work. The summed cross sections presented here were determined by integrating the summed DCSs reported by Khakoo et al. [2005] and not by summing the individual ICSs determined in the present work (although both methods give nearly identical results). Thus the presented sum ICSs are independent of any systematic errors introduced by the unfolding procedure employed by Khakoo et al. [2005]. Cartwright et al. [1977b; Trajmar et al., 1983] and Campbell et al. [2001] are the only other works in the literature that present ICSs for all the states studied here. Therefore summed cross sections based on these experiments are included in the figure. Remarkable agreement is seen between all three data sets for energies $\geq 20$ eV. Since there are discrepancies among the individual cross sections for the individual states at these energies, this observation indicates that these experiments likely produced very similar energy loss spectra while the measured spectra were not unfolded consistently amongst each other. The present data fall below the other data sets by a factor of ~2 at the cross section peak and agree with the Cartwright et al. [1977b; Trajmar et al., 1983] datum at 10 eV. This indicates that at lower energies there could be discrepancies between the raw energy loss spectra, which is perhaps not surprising at these incident energies. Additionally, the discrepancies could be indicative of whether or not flux-weighted FC factors were used in the employed unfolding method.

5. Conclusions

[43] ICSs for electron impact excitation of the $X^1Σ^+_u$ to $A^3Σ^+_u$, $B^3Π_g$, $W^3Δ_u$, $B’^3Σ^+_g$, $a’^3Σ^+_g$, $a^1Π_g$, $w^1Δ_u$, and $C^3Π_u$ transitions at impact energies between 10 and 100 eV were derived from DCS results [Khakoo et al., 2005]. New DCSs for excitation of the $a^1Π_g$ state have been measured at 200 eV and a corresponding ICS has been derived. Generally, the ICS data are in reasonable accord with previous experimental efforts at 30 eV and above. However, at lower energies, from threshold through the excitation function peak regions, the present ICSs tend to be smaller than previous results. Given that secondary electron fluxes in the atmospheres of Earth and Titan peak at these lower energies, the present results have potentially significant
implications on our understanding of UV emissions in these environments. This general trend in the agreement among the evaluated data sets is not evident in the DCSs from which the present ICSs and those of other works discussed were derived [Cartwright et al., 1977a; Zetner and Trajmar, 1987; Brunker and Teubner, 1990; Khakoo et al., 2005]. This observation emphasizes the well recognized fact that DCSs provide significantly more detail regarding the physics of the collisional excitation process.

One of the main motivations for the present ICS determinations was the observed discrepancies among the underlying DCSs. After extensively reviewing the literature throughout the course of this work, it has become apparent that there is a need for new theoretical work in this area. It is hoped that the new DCSs of Khakoo et al. [2005] and the present ICSs will spur scattering theorists to revisit the problem of electron impact excitation of N2 at the DCS level. Furthermore, the present results, particularly the lower ICSs for excitation of the a 1Πg and C 3Πu states, have potentially significant implications on our understanding of UV emissions that result from excitation of the states studied here in the atmospheres of Earth and Titan.
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