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CHAPTER 1  WE LAUNCH PHYSICS FOR EXPLORATION AT NASA







2004 NASA/JPL Workshop on 
Physics for Planetary Exploration







                                   New Directions for Fundamental Physics Research   
                                                                 by Bob Silberg, Raytheon  
                         
The primary focus of the workshop was NASA’s new concentration on sending crewed missions to the 
Moon by 2020, and then on to Mars and beyond.  Several speakers, including JPL’s Fred O’Callaghan 
and NASA’s Mark Lee, broached the problem that there is now a serious reduction of capability to 
perform experiments in the ISS, or to fly significant mass in microgravity by other means.  By 2010, the 
shuttle fleet will be discontinued and Russian craft will provide the only access to the ISS.   
 
O’Callaghan stated that the Fundamental Physics budget is being reduced by 70%.  LTMPF and LCAP 
are slated for termination.  However, ground-based experiments are continuing to be funded at present, 
and it will be possible to compete for $80-90 million in new money from the Human Research Initiative 
(HRI). 
 
The new program thrust is for exploration, not fundamental physics.  “Fundamental,” we were told by 
Lee, does not ring well in Washington these days.  Investigators were advised to consider how their 
work can benefit missions to the Moon and Mars.  Work such as that regarding atomic clocks is looked 
upon with favor, for example, because it is considered important to navigation and planetary GPS. 
 
Mark Lee stressed that physicists must convey to NASA senior management that they are able and 
willing to contribute to the new exploration research programs.  The new mentality must be “we deliver 
products, not do research.”  This program needs to be able to say that it is doing at least 50% 
exploration-related research. 
 
JPL’s Ulf Israelsson discussed the implications to OBPR, which will deliver methods and technology to 
assure human health and performance in extraterrestrial settings.  The enterprise will provide advanced 
life-support systems and technology that are reliable, capable, simpler, less massive, smaller, and 
energy-efficient, and it may offer other necessary expertise in areas such as low-gravity behavior.  Like 
Dr. Lee, he stated that the focus must be on products, not research.   
 
While there is not yet a formal direction, he said, LTMPF and PARCS ISS flight projects are slated to 
terminate in October 2004.  All flight investigations are being returned to ground programs and phased 
out by the end of FY07.  Physics ground programs are intact for now, but to survive we must shift about 
50% of research to supporting exploration.  Basic research programs in other disciplines are being 
cancelled. 
 
Product lines will support human health, safety and life-support, including countermeasures against 
radiation and other hazards, as well as advances in time-keeping, navigation and communications 
technologies. 
 
Israelsson said that the new Fundamental Physics for Exploration Roadmap points to how fundamental 
physics research can and does support exploration.  JPL will use the roadmap to argue for support for 
fundamental physics research under several codes. 
 
Nicholas Bigelow of the University of Rochester encouraged attendees not to become discouraged, but 
rather to embrace the opportunities presented by NASA’s new direction.   
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    Physics in NASA Exploration*


Fred O’Callaghan
Astronomy and Fundamental Physics Office


Jet Propulsion Laboratory, California Institute of Technology
• New direction for NASA Moon and Mars and beyond


• Reduction in up/down mass to ISS


• ISS flight experiments transition to ground


• Program thrust for exploration away from fundamental physics research


• Ground investigations will continue


• Atomic clock work important to navigation (planetary GPS)


• Applied Physics will be needed for Moon/Mars Missions


• Many challenging problems will need to be solved


• NASA will continue to stress education and research


• The future is in your hands, your postdocs, grad students, all the way
down to the unborn


*Research performed at the Jet Propulsion Laboratory, California Institute of Technology, under a
grant from the National Aeronautics and Space Administration
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Status of Fundamental Physics Program


Presented to the
Fundamental Physics Workshop


Solvang, California


April 20-22, 2004


Mark C. Lee
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Update of the Fundamental Physics Program
 Moon-Mars Initiative


New direction for the nation’s civil space program
Implement a sustained and affordable human and robotic program to explore


the solar system and beyond
Extend human presence across the solar system, starting with a human


return to the Moon by the year 2020, in preparation for human
exploration of Mars and other destinations;


Develop the innovative technologies, knowledge, and infrastructures both
to explore and to support decisions about the destinations for human
exploration; and


Promote international and commercial participation in exploration to further
U.S. scientific, security, and economic interests.


Exploration becomes NASA’s primary focus
Fundamental research de-emphasized;
LTMPF and LCAP are slated for termination; but
Fundamental Physics ground-based program is retained; however
We must demonstrate our WILLINGNESS and ABILITY to


contribute to the Exploration Research;
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Update of the Fundamental Physics Program
continues…


Budget reduced by 70%;


Need to REFOCUS (O’Callaghan)


Contribute to OBPR Product Lines (~50%)
Partial gravity research (Valles)
Precision navigation/landing (Phillips/Sullivan)
Remote sensing (Kasevich)
SQUID sensor applications (Chui)
…


Compete for Human Research Initiative (HRI) Augmentation (Israelsson)


Research Solicitation
Tentatively plan to issue before December 31, 2004
Bridge funding


New FP Roadmap (DWG/Bigelow & Israelsson)







FP_04_Meeting UEI Page 1


OBPR Product Lines, Human ResearchOBPR Product Lines, Human Research
Initiative, and Physics Roadmap forInitiative, and Physics Roadmap for


ExplorationExploration


April 20, 2004April 20, 2004


Ulf Ulf IsraelssonIsraelsson
    Jet Propulsion Laboratory
California Institute of Technology 


This research was performed at the Jet Propulsion Labotory, California Institute of Technology,
 under a contract with the National Aeronautics and Space Administration







FP_04_Meeting UEI Page 2


AGENDA


 Changes since last year


 OBPR Product Lines


 Human Research Initiative


 Fundamental Physics for Exploration Roadmap


 Conclusions
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Changes since last year


 OBPR Implications from President’s Exploration Vision
– OBPR WILL deliver methods and technology to assure human health


and performance extra-terrestrially
– OBPR WILL deliver advanced life­support systems and technology


that are reliable, capable, simpler, less massive, smaller, and energy
efficient


– OBPR MAY provide other necessary expertise in areas such as low-
gravity behavior


 Focus on products – not research


 No FORMAL direction yet, but..
– LTMPF and PARCS ISS flight projects slated to terminate in October


2004
– All flight investigations returned to ground program and phased out


by end of FY07
– Physics ground program intact – for now, but to survive must shift ~


50% of research to support exploration


 Other disciplines basic research program being cancelled
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OBPR Product Lines


 Human Health and Countermeasures
– Guy Fogleman, NASA HQ Point of Contact


 Human Life Support Systems
– Eugene Trinh, NASA HQ Point of Contact


 Radiation Protection and Countermeasures
– Terri Lomax, NASA HQ Point of Contact
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Human Health and CountermeasuresHuman Health and Countermeasures


 Exercise Systems


 Behavioral Health


 Pharmacology Immunology Nutrition


 Artificial Gravity/Gravity Thresholds


 Technology for Research


 Autonomous Medical Care
– Monitoring
– Prevention
– Diagnosis
– Treatment
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Human Life Support SystemsHuman Life Support Systems


 Advanced Life Support (ALS)


 Advanced EVA Systems (AEVA)


 Advanced Environmental Monitoring & Control
(AEMC)


 Advanced Food Technology (AFT)


 Space Human Factors


 Fire Prevention, Detection, and Suppression


 In Situ fabrication and Repair


 In Situ Resource Utilization
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Radiation Protection and CountermeasuresRadiation Protection and Countermeasures


 Mission & Operations Requirements


 Shielding Solutions


 Risk Assessment & Projection


 Biological Countermeasures


 Measurement Technologies
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Identified areas where Fundamental Physics can contributeIdentified areas where Fundamental Physics can contribute


 Human Health and Countermeasures
– Low-gravity simulators to determine gravity thresholds for biological


processes and systems
– Non-invasive medical sensors based on SQUID technology
– Advanced NMR/MRI concepts


 Human Life Support Systems
– Remote resource location technology (gravity gradient, magnetic)
– Advanced Sensor technology
– Low-gravity simulators to validate designs for Space, Moon, and


Mars fluid systems


 Radiation Protection and Countermeasures
– Neutron detectors and other sensors
– Low-gravity simulators to investigate possible interactions between


low-gravity effects and radiation damage


 Cross-cutting technology
– Clocks, Navigation, and Communication technology
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Human Research Initiative


 New initiative to fill in perceived funding gaps to ensure human
safety and productivity in space.


 Approximately $90M annually of directed research funding


 Solicitation is limited to NASA centers in the first year
– Universities must team with JPL or other centers to participate


 Future years solicitations may be more open


 Proposals are solicited at a high summary level with points of
contacts identified to work through
– Funding expected to be in the $1–10M range


 Solicitation released April 1


 Proposals are due May 15


 Selection process goes through June


 Funding start in October
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Fundamental Physics for Exploration RoadmapFundamental Physics for Exploration Roadmap


 Draft Roadmap discussed at last years PI conference


 Initial Roadmap completed in December 2003. Strong
community participation.


 Publication was placed on hold pending rumored changes to a
NASA exploration focus.


 Following the President’s announcement in January, the
Roadmap is undergoing some minor changes to point more
clearly to how fundamental physics research can and does
support exploration


 JPL will use the new Roadmap to argue for support for
fundamental physics research not just to Code U, but to Code S
and Code T as well
– We enlist the support of the physics community in this endeavor
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Fundamental Physics for Exploration RoadmapFundamental Physics for Exploration Roadmap


 Old Roadmap Goals:
1. Discover new physics beyond today’s knowledge of fundamental


laws governing matter, space, and time
A. Determine the range of validity of Einstein’s relativity theories
B. Discover evidence for New Physics beyond the Standard Model
C. Find answers to questions of cosmological significance


2. Understand organizing principles of nature from which structure and
complexity emerge


A. Acquire a deeper understanding of organizing principles in condensed matter
systems and incorporate in new advanced technologies


B. Discover new knowledge about interactions in cold gasses of atoms and
incorporate in new advanced technologies


3. Apply physics results to enable technologies that allow human
space exploration far beyond what is possible today


A. Demonstrate benefits of novel physics technologies to solve human space
exploration challenges
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Fundamental Physics for Exploration RoadmapFundamental Physics for Exploration Roadmap


 New Roadmap Goals:
1. Apply physics technologies to solve today’s human space


exploration challenges
A. Develop physics-based advanced communication and navigation products for


Moon, Mars, and beyond
B. Develop physics-based advanced resource-location products for human and


robotic exploration in the solar system
C. Develop physics-based tools for enhanced studies of living systems


2. Understand organizing principles of nature from which structure and
complexity emerge and apply to tomorrow’s exploration needs


A. Acquire a deeper understanding of organizing principles in condensed matter
systems and incorporate in exploration technologies


B. Discover new knowledge about interactions in cold gasses of atoms and
incorporate in exploration technologies


3. Discover new physics beyond today’s knowledge of fundamental
laws governing matter, space, and time to enable exploration far
beyond what is possible today


A. Determine the range of validity of Einstein’s relativity theories
B. Discover evidence for New Physics beyond the Standard Model
C. Find answers to questions of cosmological significance
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Conclusions


 The pace of change has increased at NASA


 OBPR’s focus is now on the Human interface as it relates to the
new Exploration vision


 The fundamental physics community must demonstrate how we
can contribute
– If we do, it is likely that our basic research program will continue


 Many opportunities exist for physicists to participate in
addressing NASA’s cross-disciplinary exploration challenges
– Physicists can contribute to elucidating basic operating principles for


complex biological systems
– Physics technologies can contribute to developing miniature sensors and


systems required for manned missions to Mars


 NASA Codes other than OBPR may be viable sources of funding
for physics research
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Fundamental physics changesFundamental physics changes


in response to evolving NASA needsin response to evolving NASA needs


April 14, 2003April 14, 2003


Ulf Ulf IsraelssonIsraelsson


Jet Propulsion LaboratoryJet Propulsion Laboratory


California Institute of TechnologyCalifornia Institute of Technology�


    This research was performed at the Jet Propulsion Laboratory, California Institute of Technology, 

 under a contract with the National Aeronautics and Space Administration 


�
under a contract with the National Aeronautics and Space Administration�
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AGENDA


Recent NASA Changes


Growing need for access to space for physicists


Rationale for updating the Fundamental Physics in Space


Roadmap


Advocacy help from the community


Conclusions
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Recent NASA Changes


REMAP


– Increased budget pressure from Life Science disciplines


Mary Kicza putting her spin on OBPR


– ISS focus on human­ tended research


– Increased importance of Strategic Research


• Enabling a safe human presence beyond LEO


– Free flyer initiative seeking a FY05 new start


Societal relevance is still important


To measure performance is still a requirement


Columbia disaster
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Recent NASA Changes continued


JEM-EF delay has forced a slip of LTMPF and PARCS by 2+ years.


– Budget arbitrarily reduced


LTMPF–M1 re-programmed with SUMO instead of MISTE.


– To maximize science return on first mission


– Desire to link PARCS and SUMO clocks to further enhance science


Current Fundamental Physics ISS Options compared to 2002 Baseline


FY05 FY06 FY07 FY08 FY09 FY10 FY11 FY12 FY13 FY14 FY15


FHA 5/05 FHA 3/07 FHA 9/08 FHA 3/10 FHA 9/11 FHA 3/13 FHA 9/14


DYNAMX/CQ LTMPF SUMO


2002 MISTE/COEX BEST 01 NRA 02 NRA 03 NRA 05 NRA 06 NRA


Baseline


FHA 5/05 FHA 9/07 FHA 9/09 FHA 9/11 FHA 9/13 FHA 9/15


PARCS LCAP RACE CLASS or


QuITE 03 NRA 05 NRA 07 NRA


M1 M2 from M3 from M4 from M5 from


LTMPF DYNAMX/CQ 02 NRA


2003 SUMO or upscope 03 NRA 05 NRA 07 NRA


Baseline FHA 08/07 FHA 08/09 FHA 08/11 FHA 08/13 FHA 08/15


LCAP2 LCAP3 LCAP4 LCAP 5


LCAP PARCS RACE or RACE or from from


CLASS/QuITE CLASS/QuITE 05 NRA 07 NRA





 
                                                      Funding starts beyond the FY08 ISS budget horizon
Not in ISS funding baseline FHA dates are beyond FY08 ISS budget horizonF


Fully funded through ISS FY08 budget horizon 
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Growing need for access to space for physicists


Physics is standing at the threshold of major discovery.


– Two of our foundational descriptions 


nature, quantum mechanics


and general relativity, are incompatible with each other.


– When scientists resolve this conflict, a different view of reality may


emerge.


Cosmological observations are providing additional clues that


our understanding of reality is in need of modification.


– Most of the energy content of the Universe resides in unknown dark


matter and dark energy that may permeate all of space-time.


Resolving the Quantum/gravitation conflict may also shed light


on the cosmological unknowns.


Today’s availability of high-resolution technology and space


access represents a unique opportunity for scientists to address


these questions.


Quiescent sub-microgravity freely flying research platforms


would enhance the chances of major discovery substantially.


– To be discussed on Tuesday afternoon



 of
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Need for Roadmap


To continue growing as a discipline, we need to establish a new


vision of where we are going that is consistent with today’s


physics, NASA’s strategic plan, and the new OBPR direction.


1998 Roadmap focused exclusively on Physics, and did not


worry about boundaries between OBPR and OSS


Updated Roadmap:


– Must incorporate some strategic research activities to be fully


responsive to the current OBPR direction


– Must capture the imagination of OBPR leadership, OMB, and


Congress.


– Must delineate OBPR from the “beyond Einstein” program in OSS


– Must address relevancy to Society explicitly


Status of the Roadmap development will be discussed after


lunch today.


– Seeking community inputs and endorsement


Draft update targeted for June, final in August
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In addition we must….


Continue to demonstrate research productivity to NASA


– Significant events


– Press releases


Remember that our accomplishments are ultimately evaluated by


the scientific community


– Prestigious peer reviewed journals reaching a wide audience


Continue reaching out to students and the general public


Keep thinking about how your technology improvements might


be applied to solve human space exploration issues.


Keep thinking about how your technology improvements might


be used for Earth applications to enhance national security or


promote industrial prowess.
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Conclusions


Change continues in the NASA environment


The need for access to space for physicists is growing if we are to fruitfully
address today’s challenging questions


A new Roadmap is required to demonstrate the importance of our program to
stakeholders


– Roadmap plans and activities to be discussed after lunch today


Our investigators must continue to advocate the benefits of our program:
• To NASA and Congress
• To the scientific community
• To students
• To the general public


Our investigators must seek ways to use their advanced technology to support a
human presence in space and to develop improved Earth applications


Acknowledgement


The work described in this presentation was carried out at the Jet Propulsion Laboratory, California
Institute of Technology, under a contract with the National Aeronautics and Space Administration







Japanese research activities Japanese research activities 
in fundamental sciencein fundamental science


Hiroto Kobayashi
ISS Science Project Office


Japan Aerospace Exploration Agency







Establishment of Establishment of JAXA


Consolidation of tConsolidation of three Space Organizations:hree Space Organizations:


ISAS (Institute of Space and Astronautical Science)


NAL (National Aerospace Laboratory of Japan )


NASDA (National Space Development Agency of Japan )


Establishment of Establishment of 


JAXA (Japan Aerospace Exploration Agency)


(October 1, 2003)







ISS/JEM Utilization 
Prioritization in Japan


(June 2003)







Background of the Activity


SAC* recommended MEXT/NASDA to re-plan Japanese ISS/JEM program, 
especially utilization plan to adapt recent circumstances (below) of ISS/JEM 
program June 2002. 


Re-planning of ISS program in the U.S.A.
National financial situation
Expansion of space utilization to various fields
Consolidation of three Space Organizations (NASDA, ISAS, and NAL)


SAC established ISS Utilization sub-committee under itself, and NASDA 
established ISS/JEM Utilization Prioritization Ad hoc Committee and 
ISS/JEM Utilization Promotion Ad hoc Committee. 


NASDA’s committees conducted preliminary study to provide a basis for 
discussion at ISS Utilization sub-committee.


Prioritization of early phase utilization of ISS/JEM
Re-structuring utilization promotion system
Exploring corporation with private sector in JEM operation and utilization activities


After a few months discussion, ISS Utilization sub-committee issued an 
interim report to SAC June 2003.


*)The Space Activities Commission of the Ministry of Education, Culture, Sports, Science and 
Technology
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Prioritization of JEM/ISS Early-phase Utilization
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Commercialization


Humanity, Social Science & 
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Education
Commercialization


Humanity, Social Science & 
Culture


Commercialization / Outreach
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3-dimensional 
Photonic 


Crystals for 
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Of


Nano- Particles
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ＡＡ
ＢＢ
ＣＣ


ＡＡ++


DD


1st priority


2nd priority


3rd priority


Not recommended (horizontal review )


Not recommended (@ each category)


Space
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Space 
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Space
Biotechnology


Human 
Factor for 
Long-term 


Space Flight


Human 
Factor for 
Long-term 


Space Flight
Space 


Radiation 
Monitoring


Space 
Radiation 


Monitoring
Astro 


biology


Space Life Science


Higher-order 
Structures by 


Molecular 
Hierarchic 


Organization


Chemical 
Reactions in 
the outside 


atmosphere of 
the ISS


Fluid 
Dynamics 
near the 


Critical Point


Quantum 
Phenomena 


in Low 
Temperatures


Non-
equilibrium 
Dynamics of 


Complex 
Systems


Fundamental Science


Monitor of 
All-sky X-
ray Image
(MAXI)


Superconducting 
Sub Millimeter-


wave Limb-
emission 
Sounder
（SMILES）


Space / Earth Science


Material Science
Research in 


Crystal 
Growth 


Mechanism


Meso/Macro 
Thermo-


fluid 
Dynamics


Combustion 
Dynamics 


of Fuel 
Droplets


Research in 
Production 


Mechanism of 
Innovative 
Functional 
Material


Effect of Material 
Properties on 


Wire 
Flammability in a 
Weak Ventilation 


of Spacecraft


Dust Plasma 
and 


Colloidal 
Crystal 


Production


High Purity 
Glass 


Production
Bulk Crystal 
Production


G-jitter and 
Fluid 


Control


Liquid 
Phase 


Sintering 


Thin Film 
Crystal 


Production


Space Agency
must conduct


Technology Development
Space 


Environment 
Data 


Acquisition 
(SEDA)


Technology 
Development 
for Utilization 


of the JEM 
Exposed 
Facility


Technology 
Development 
for Utilization 


of the JEM 
Exposed 
Facility


Large 
Structure 


Construction 
Technology 


On-orbit


On-orbit 
Logistics 


Technology


Autonomous
Robotics


Laser 
Communication
s Demonstration 


Experiment
(LCDE)


Space Agency
must conduct







Research phases of prioritized 
areas in fundamental science


Research phase
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Research Scenario of Fundamental 
Physics in Microgravity


Fluctuations & Correlations 
in Many Body Systems


Fluid dynamics Near Critical PointNonlinear Phenomena 
& Non-equilibrium 
Thermodynamics


Macroscopic Quantum 
Phenomena


・Relaxation dynamics under
piston  effect
・Nucleation and boiling
・Critical self-organization


Fundamental Physics 
& Chemistry


Fundamental Physics 
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・BEC
・Quantum nucleation
・Quantum crystal growth
・Quantum coherency


Mathematical Modeling of 
Fluctuations & Correlations
・Spontaneous symmetry breaking & 


bifurcation
・Renormalization group & universality
・Mode coupling theory
・Stochastic resonance
・Nonlinear mathematics


・Reaction-diffusions system
・Pattern formation
・Phase transition of complex fluids 
・Laser Trapping of liquid drops
・Macromolecular reactions
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Research map of fundamental chemistry
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Ground-based experimental 
project in JAXA
(Piston Effect)







Ground-based experimental project in JAXA


Summary of resultsSummary of results


1)1) Elementary processes of the piston effect were Elementary processes of the piston effect were 
firstfirst observed using critical COobserved using critical CO22..


2)2) Piston wave attenuates faster as the critical Piston wave attenuates faster as the critical 
point is approached.point is approached.


Piston effect


= Rapid thermal equilibration of critical fluids







Time scales in the ‘piston effect’


heating
critical fluid


Thermal equilibration


Propagation


Diffusion


European space 
experiments


10-5 10-3 10-1 1 101 103


Time scales in seconds.







Experiments


Experimental procedure:Experimental procedure:


pulse heating => sound wave propagation


=> density variation


=> optical measurements


Experimental apparatusExperimental apparatus
i)i) fluid cell unitfluid cell unit


ii)ii) temperature controlling and measuring unittemperature controlling and measuring unit


iii)iii) optical measuring unitoptical measuring unit







Overview of a fluid cell system


160mm


13
2m


m


Cupper basement


Fluid cell







Optical measurement system


Mach-Zehnder type 2-d detection by CCD 
2-point precise measurement by photo-multiplier


Optical measurement system







Temperature controlling system


unit circuit objective


Pt thermometer
+ low frequency ac double bridge


Pt thermometer  +  temperature meter
+  PID controller  +  dc power supplier


Chromel-constantan themocouple + μDC amplifier
+ PID controller  +  dc power supplier


isothermal triple-shell 
chamber 


●fluid cell temp.measure Absolute temp.


●first shield temp.
control Absolute temp.


●temp. difference between 1 & 2 shields


control Relative temp. ●temp. difference inside of first shield


Outer jacket
●temp. difference inside of second shield


Second shield


First shield


Fluid cell


Heater 







Absolute temperature measurement 
using a dummy cell
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Observation of the ‘piston wave’


▼ pulse heating (5us)
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2-d numerical simulation


-1.5E-04


-1.0E-04


-5.0E-05


0.0E+00


5.0E-05


1.0E-04


1.5E-04


2.0E-04


2.5E-04


3.0E-04


3.5E-04


0.0E+00 5.0E-05 1.0E-04 1.5E-04 2.0E-04 2.5E-04 3.0E-04


Time[sec.]


ρ
-
ρ
c
[k
g/
m
3
]


T-Tc=50mK







Summary


Research for elementary processes of the piston effect:Research for elementary processes of the piston effect:


i) High-precision temperature controlling


ii) High-resolution optical measurement


iii) Pulse heating


=> detection of an elementary process


for the piston effect


**Numerical simulations reproduce Numerical simulations reproduce 
experimental results.experimental results.







Future plan


Future plan:


Flight experiment of the piston effect 


using TEXUS in 2008 (TBD)
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CHAPTER 2 MAGNETIC LEVITATION TO CREATE REDUCED 
GRAVITY ENVIRONMENTS







                   Magnetic Levitation for Exploration
                           by Bob Silberg, Raytheon 
 


 
 
 
A session on magnetic levitation began with a report by Jim Valles of Brown University 
on simulation of Martian and Lunar gravity.  A magnetic ground-based device would be 
extremely helpful to studies of the impact reduced gravity has on living things, and the 
effort to mitigate any harmful effects. The ability to simulate microgravity on the ground 
would also be extremely useful as a substitute for the ISS, enabling investigations 
formerly planned for that facility to be carried out on Earth. Valles emphasized the cost-
effectiveness of the project compared to experiments in space that use rotation to 
introduce a controlled level of gravity. In addition, he pointed out that magnetic levitation 
on Earth has the advantage of long experimental times with a controlled laboratory 
environment. 
 
Charles Rosenblatt of Case Western Reserve University spoke on temporal measurements 
of surfactant squeeze-out from a surface, using magnetically-levitated liquid bridges.  He 
said that magnetic levitation has numerous applications in studies of fluids, “soft” and 
“hard” condensed matter physics, and biophysics, and spoke of its application for soil 
wetting in future Martian agriculture. Rosenblatt pointed out that magnetic levitation 
makes it possible to adjust gravity to any desired value. 
 
Yuanming Liu of the Jet Propulsion Laboratory discussed JPL’s magnetic low-gravity 
simulator.  He said the group has been able to levitate liquid helium, a difficult substance 
to levitate.  For exploration-related study of fluid systems, he said JPL proposes to 
construct a new facility using a large-bore (~3-inch) superconducting magnet in a 
superfluid dewar.   
 







Magnetic Levitation Based Martian and Lunar Gravity Simulator 
 


J.M. Valles, H.J. Maris, G.M. Seidel, J. Tang, W. Yao 
Department of Physics, Brown University, Providence, Rhode Island 02912 


 
Missions to Mars will subject living specimens to a range of low gravity environments.  
Deleterious biological effects of prolonged exposure to Martian gravity (0.38 g), Lunar 
gravity (0.17 g), and microgravity are expected, but the mechanisms involved and 
potential for remedies are unknown.  We are proposing the development of a facility that 
provides a simulated Martian and Lunar gravity environment for experiments on 
biological systems in a well controlled laboratory setting. The magnetic adjustable gravity 
simulator (MAGS) will employ intense, inhomogeneous magnetic fields to exert magnetic 
body forces that oppose the body force of gravity on a specimen.  By adjusting the 
magnetic field, it is possible to continuously vary (increase or reduce) the total body force 
acting on a specimen. This technique has been used to levitate a range of organisms in 
ground-based experiments. The simulator system considered here will consist of a 
superconducting solenoid with a room temperature bore that such that the available 
sample space will be sufficient to accommodate small whole organisms, cell cultures, and 
gravity sensitive bio-molecular solutions. It will have good optical access so that the 
organisms can be viewed in situ. This facility will be valuable for experimental 
observations and public demonstrations of systems in simulated reduced gravity.     
 







Magnetic Field Gradient Levitation System
 for Physics and Biophysics


J. M. Valles, Jr., Brown University, Department of PhysicsBrown University


We are developing a Magnetic Field Gradient Levitation
(MFGL) apparatus as a ground based system that can simulate a
low gravity environment for the study of physics and biophysics
in diamagnetic systems. MFGL is being applied successfully in
studies of fundamental physics in superfluid helium and is
testing potential superfluid helium experiments for space flight.
Other organic physical and biological systems, which have been
or are potentially interesting to study in the microgravity
environment of space do not function at cryogenic
temperatures.  The goal of our work is to extend the use of
MFGL to such systems.


How it works:


where g is the acceleration due to gravity, χρ is the specific
susceptibility, B is the magnetic field and z is the coordinate
parallel to g.  In the levitated state, all gravitationally induced
stresses are absent because the magnetic force exactly
cancels the gravitational force on each molecule exactly.


For a heterogeneous substance the cancellation is not perfect
and gravitationally induced stresses remain.  For example:


Thus, MFGL does its best at removing gravitational stresses if


χρi≈〈 χρ 〉, where χρi is the specific susceptibility of the ith


substance.


A superconducting solenoid with a room temperature
bore that generates a magnetic force strong enough to
levitate or cancel the effects of gravity in common organic
materials (e.g. water, proteins, polypropylene, etc.) has been
designed with American Magnetics Inc.  The system fits in a
standard laboratory space. This feature and the fact that the
field can be on indefinitely makes it possible to subject
experimental systems to a well controlled, altered gravity
environment for periods of time that can extend as long as a
space shuttle flight.   Thus, it can be conducive for pre-space
flight studies of the sources of gravitational sensitivity in
biological systems and for the investigation of soft condensed
matter systems in the virtual absence of gravity.


Schematic of the Solenoid


Solenoid Specifications


Equipment will be developed for imaging and recording the
motion and changes in samples in situ.
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 Our initial plans are to perform experiments on two biological systems,
embryos of the frog Xenopus laevis and Paramecium biaurelia, that have shown
well-defined gravitational sensitivity in experiments on the Space Shuttle.


Xenopus laevis eggs


Eggs raised in microgravity or raised on a clinostat, exhibit a 1) lower third
cleavage plane (see above), 2) 2 to 3 cell thicker blastocoel roof and 3) exhibit
blastopore lip formation closer to the vegetal pole.  We will examine how MFGL
influences each of these features.   In particular, we will use
immunocytochemistry and confocal microscopy on MFGL eggs to image how the
mitotic apparatus position, which determines the cleavage plane position,
changes.


Paramecium biaurelia


These single cell organisms exhibit positive gravitactic behavior, i.e. they swim
against gravity. They are 250 µm in length and 50 µm in diameter.  Since they
are 4% more dense than water they sediment if they do not swim.


Placing the paramecium in a medium (e.g. a ficoll solution, see above) or putting
them in a low gravity environment (e.g. space) eliminates the gravitactic
behavior (Hemmersbach et al.).  The mechanisms involved are incompletely
understood.


Using the MFGL apparatus and different density media for the paramecium we
can vary the buoyant force in novel ways.  The table above shows conditions
under which we can vary the buoyant force on the paramecium by more than a
factor of three by moving them through different regions in solenoid.


1.2
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Material −−χχρρ ××  106


(cm 3/g)


Density


(g/cm3)


Volume
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(%)


Mass
Fraction


(%)
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Double Distilled  0.720* 1.00 --- --- ---


Buffered Saline 0.720 1.01 --- --- ---


Embryos + 0.690 1.09 96 95 <0.003


Pellet fraction 0.638 1.18 29 32   0.075


Cytosolic fraction 0.703 1.03 66 64     -0.02


Lipid fraction 0.646 0.85           5          4       0.06


Table 1: Properties of embryo constituents


WHY AND WHAT? PREVIOUS WORK THE SYSTEM FIRST APPLICATIONS
In earlier work, we demonstrated the feasibility of MFGL


as a low gravity simulation technique using embryos of the
frog Xenopus laevis as the system.  We chose frog embryos
for preliminary experiments because previous investigations
suggested that magnetic fields as large as 7 Tesla do not
adversely affect their development and because their early
development exhibits well characterized sensitivity to gravity
as shown by ground based and space based investigations.


XENOPUS LAEVIS PICTURE AND SKETCH


Below is a schematic of the experimental setup and pictures of
droplets of buffered saline solution containing different volume
fractions of fertilized frog eggs stably levitated in the bore of a
Bitter solenoid at the Francis Bitter National Magnet
Laboratory.


The 8mm diameter droplets assume a spherical shape
indicating that gravitational stresses on them have been
reduced below the strength of surface tension effects.
Levitation of a pure droplet occurs at a magnetic field/field
gradient product of 13.7 T2/cm. The embryos reside at the
bottom of the droplet (see Figs. c and e) indicating that the
saline experiences a net body force up and the embryos
experience a net body force down.


PROMISING!
The body forces on the constituents of the embryos
are reduced significantly in the levitated state.


Room T Bore Diameter 25 mm


Maximum Force 1630 T2/m


Force Homogeneity 2% in >1 cm3
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Measurements of Surfactant 
Squeeze-out Using Magnetically-


Levitated Liquid Bridges


Charles Rosenblatt
Department of Physics


Case Western Reserve University


Work published in Colloids and Surfaces A 218, 65 (2003)







Liquid Bridges
• Liquid bridges:  Columns of liquid 


supported by two solid surfaces — These 
are generally opposing right circular 
cylinders in 0g.


• For a cylindrical bridge of length L and 
diameter d, in zero g, the maximum 
slenderness ratio Λ [L/d] = π  [Rayleigh]


• In the presence of gravity the cylindrical 
shape of an axisymmetric bridge tends to 
deform (see our work J. Coll. Int. Sci. 
213, 592 (1999))







Principles of magnetic levitation
(see our work in Phys. Fluids 10, 2208 (1998))


• Fluid has a volumetric magnetic susceptibility χ.  
On applying field H:


• Energy per unit volume is U = -½χH2


• Force per unit volume is F = -∇U = ½χ∇H2 = 
χΗ∇H.  This force can be oriented to 
counteract gravity.


• Dissolve paramagnetic manganese chloride 
tetrahydrate in water or glycerol to create highly 
paramagnetic fluid that can be controlled with a      


relatively small field.







Thus the effective body force 
on the column may be 
controlled by varying the 
current in the magnet — as 
a function of time!







Apparatus
Top view


End view


-3


-2


-1


0


1


2


3 x 107


|H
x ∂


zH
x| 


  (
G


2  c
m


-1
)


0.5 0.0 -0.5 -1.0 -1.5 -2.0
0.5


0.6


0.7


0.8


0.9


1.0


1.1


1.2 x 104


H
x   (G


)


z  (cm)


H and H∇H profiles


“Faraday pole pieces” create 
uniform force


Region of quasi-uniform 
force







We have looked at stability issues
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Glycerol + manganese chloride tetrahydrate


We have looked at collapse dynamics


Sequence of images of a glycerol bridge after the upward magnetic force is reduced suddenly.  Bridge collapses over time due to gravity.  
t corresponds to time, in seconds


Movie may be viewed at


http://liq-xtal.case.edu/Videos.htm







We have looked at resonance behavior


First, set time averaged Bond number
Bo


eff by applying appropriate d.c. 
current io, and therefore 
Η∇Η……. 


Then, modulate magnet current.  
Force ∝ (io + δi sin ωt)2, and 
δBeff ∝ 2io δi x sin ωt  +  O(δi2) sin2 2ωt


Vary the total body force sinusoidally at frequency ω and 
examine the response.


Movie may be viewed at


http://liq-xtal.case.edu/Videos.htm







Motivation:  Investigate “respiratory distress 
syndrome” in neonates.


• During respiration alveoli to grow and shrink 
periodically


• This requires dynamic variation of surface tension 
to balance


• Premature infants have not manufactured 
sufficient surfactant (e.g., phosphatidylcholine).  
Thus their pulmonary fluid cannot respond 
properly during breathing.


Dynamic surface tension


R
P σ2


=∆


The change of surface tension with time as surfactant molecules move between the surface and bulk







As a function of surfactant 
concentration: 


Rapidly reduce bridge length in 
zero gravity


Examine the electrical resistance 
vs. time of the bridge when the 
lateral area of the bridge is 
reduced suddenly.  (In zero 
effective gravity the only 
relevant force is surface tension)


Top View


Side View


Use horizontal bridge to determine “squeeze-out 
time” of surfactant from surface.







• Mixtures of  paramagnetic liquid (MnCl2 
. 4H2O/Water)


• Add Dodecyl trimethyl ammonium chloride (cationic surfactant)


0 ≤ X ≤ 1.5 wt. %.


• Critical Micelle Concentration (CMC) is determined from 
surface tension measurements using capillary rise technique.  
(Above CMC additional molecules tend to form micelles rather 
than adsorb at the surface)
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• For each concentration X of surfactant, bridges of Λ = 2.5 are 
created.


• A rapid change of length (1.3 mm in 500 ms) forces it to 
assume a new shape.


Final shape as t → ∞


Movement of support rod


Instantaneous shape


There is a transient buckling of the 
surface after the bridge is “squished” in 
order to accommodate the surfactant 
that has not yet gone from the surface 
into the bulk.  As surfactant is 
squeezed-out into bulk, the surface area 
of the bridge is reduced to the final 
equilibrium shape







Crenellations are due to:
Induced capillary waves during “squishing”
Accommodation of surfactant that cannot be 


squeezed out from surface instantaneously when the 
bridge area is reduced during “squishing”


The relaxation time of the crenellations for large 
X is related to the squeeze-out time of the 
surfactant, and therefore to the response time 
of the (dynamic) surface tension.


This relaxation time is determined 
experimentally by the relaxation of electrical 
resistance across the bridge R = ρL/A







z
r


dz


rfin(z)


δr(z,t)


dz
zr


R finL


z
fin


fin ∫ =
=


0 2 )(π
ρ


[ ] dz
tzrzr


R finL


z
fin


inst ∫ = +
=


0 2),()( δπ
ρ


Final resistance:


Instantaneous resistance:


Lfin







1.  Even order terms all have positive coefficients


2. From volume conservation, local negative δr(z) terms  are larger 
than local positive δr(z)  terms


Rinst > Rfin


We can see that Rinst > Rfin:
Expand Rinst in powers of δr(z,t), from which
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Resistance vs. Time
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where the physics is!
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For low concentrations, X < CMC  (τ ~ 1.1 s)


Surface area decreases on translation of rod.  Increased surfactant 
density at surface can be accommodated by surface due to its small 
surface density.  There is no need for surfactant to be pushed into bulk.


Fast capillary waves (> 8 Hz) are induced by the vibration during 
squishing and result in high electrical resistance.  (We measure the 
envelope decay)


As capillary waves decay, electrical resistance decreases to final 
equilibrium value (associated with final equilibrium shape)


So, for small X, we measure the decay of capillary waves, not 
of surfactant squeeze out







For large concentrations X > CMC (τ ~ 1.7 s)


Capillary waves are damped very rapidly for X > CMC, and do not 
contribute to measured signal during decay.


When rod translates, surface cannot rapidly accommodate the 
higher surfactant density surface area is temporarily > equilibrium 
surface area.


Surface area relaxes from near equilibrium to equilibrium shape as 
surfactant is squeezed out from surface.  Resistance relaxes with 
surface topography, where τ is the squeeze-out time of surfactant.


This is not a diffusion limited process, which is about four orders of 
magnitude faster.







Take home message:
Magnetic levitation has numerous applications in studies 


of fluids, “soft” and “hard” condensed matter physics, 
and biophysics


1. “Dial in” appropriate gravitational field, e.g., Martian, 
Lunar


2. The field can be maintained indefinitely


3. Field can be varied with time
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CHAPTER 3    CLOCKS FOR NAVIGATION and INERTIAL NAVIGATION
                          AND RESOURCE LOCATION TECHNOLOGIES
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Clocks for Navigation
 
  
                              by Bob Silberg, Raytheon
A session on development of clocks for navigation began with JPL’s Stephen Lichten, 
who discussed the role of atomic clocks in potential GPS systems at the Moon and Mars.  
He said the goal of future study should be to determine how GPS-like tracking capability 
can be enabled with fewer than four GPS satellites in view. 
 
Kurt Gibble of Pennsylvania State University pointed out that the ground-based DSN 
currently experiences different atmospheric delays in spacecraft signals and that space-
based clocks offer an advantage in this regard.  He added that, to track assets on Mars 
from Earth orbit, we would need very good clocks, while less performance would be 
required of clocks in GPS systems orbiting Mars.   
 
John Prestage of JPL spoke about a small ultra-stable mercury-ion-trap clock for onboard 
spacecraft navigation.  It is microgravity- and 1G-friendly, and has the advantage of 
simplicity since it requires no lasers, cryogenics, or microwave cavities.   
 
JPL’s Bill Klipstein provided an overview of the importance of clocks in planetary 
navigation, saying that they are the backbone of high-performance GPS and are needed 
for precise landing, orbital rendezvous, and aerobraking.  He made the case that OBPR 
has invested heavily in assembling a unique team with the appropriate technical 
background and understanding needed to devise a GPS concept for Mars.  Such a system 
would support one-meter autonomous surface positioning for one month, with no updates 
and a sparse navigation constellation for long-range crew and rover deployments.  He 
said a global system is needed because we’re talking about sending people over spans of 
hundreds of kilometers. 
 
Konstantin Penanen, also of JPL, discussed a clock using superfluid helium, which he 
said would be more predictable than a solid-state system, and better than many 
mechanical systems. 
 


Inertial Navigation and Resource Location Technologies 
 
Mark Kasevich of Stanford University presented a talk about atom interferometer sensors 
based on atom de Broglie wave interference.  He said that the quantum mechanical wave-
like properties of atoms can be used to sense inertial forces.  Such a device can be used in 
accelerometers, gyroscopes, and gravity gradiometers.  Atom interferometers offer 10 to 
100 times improvement in detection sensitivity at reduced instrument costs. 
 
Nan Yu of JPL similarly discussed atom interference inertial sensors for space 
applications.  He said that cold-atom inertial sensor technology can contribute 
significantly to resource exploration, and to location and navigation in space.  He said JPL 
is developing toward a cold-atom gravity gradiometer for space. 
 
Ho Jung Paik of the University of Maryland spoke about exploring the Moon with an 
orbiting superconducting gravity gradiometer (SGG).  He pointed out that high radiation 







levels on the lunar surface make underground cavities desirable as living quarters for 
astronauts.  One way to detect such cavities and other underground resources, he said, is 
by surveying with a sensitive superconducting gravity gradiometer flying in a low-
altitude orbit. Paik also emphasized that his SGG has demonstrated, already10 years ago, 
sensitivities 104 times better than anything shown to date by atom interferometers, and 
that a SGG in the microgravity of space will have sensitivity  improved another 104 times.
 
JPL’s Talso Chui declared that applied superconductivity and superfluidity can help meet 
a number of challenges related to planetary exploration.  He discussed the merits of 
superfluid gyroscopes and clocks, and superconducting clocks.  He said that SQUID-
based transient electromagnetics can help to find water, caves, and minerals, and can be 
used in mini-MRIs to monitor astronauts’ brain functions. 
 
Emile Hoskinson a graduate student in Richard Packard’s group at the University of 
California, Berkeley, suggested that superfluid gyroscopes for geodesy and seismology 
are feasible.  He said that a 4He dc-interference gyroscope may well be demonstrated in 
the near future, and that of the high-precision Sagnac interferometers, such a 4He device 
could be one of the most inexpensive, practical, and portable.  He pointed out that liquid 
4He is three orders of magnitude (in temperature) easier to work with than liquid 3He. 
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Applications of Clocks to Space Navigation & “Planetary GPS”


• How GPS “works” for tracking and navigation at Earth


• Importance of clocks for GPS


• Deep Space Tracking


• Concepts for communications/navigation systems at other planetary bodies


• Sparse GPS-like planetary systems and tracking/navigation


Outline of Presentation
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Applications of Clocks to Space Navigation & “Planetary GPS”
How GPS Works


• GPS determines user position via
“triangulation” to three GPS satellites


• The user’s GPS receiver compares
each satellite’s unique pseudorandom
code to models stored in the receiver to
measure the time delay, and hence
distance, to each GPS satellite


– Requires that all GPS satellites be
“synchronized” to “same” time


– User does not need a good clock: a
fourth GPS measurement determines
the user time offset from “GPS time”


• Each GPS satellite continuously
broadcasts its ephemeris and offset
from “GPS time,” which is defined
precisely relative to highly stable
ground clocks. With these data, a GPS
user receiver can in real-time uniquely
determine its location (and time offset
from “GPS time”) by tracking four GPS
satellites


Each GPS satellite
transmits a unique
pseudorandom code
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Applications of Clocks to Space Navigation & “Planetary GPS”
How GPS Works (cont.)


• Operational  Control Segment (OCS). The USAF
OCS consists of one Master Control Station  (MCS) at
Schriever  AFB in Colorado Springs, plus monitor
stations at the MCS, Hawaii, Kwajalein, Diego Garcia
and  Ascension Island. The stations passively track
ranging data from all GPS in view. The MCS
estimates and predicts each satellite’s  ephemeris
and clock parameters and periodically uploads them
to each GPS for re-transmission in its navigation
message.


• GPS ephemeris/clock uploads are updated every
several hours. During that time period, the broadcast
ephemeris degrades only moderately because …


– GPS are in relatively high-altitude, well-behaved orbits


– GPS all carry precise (atomic) clocks


– Knowledge of GPS time is maintained through the very stable ground
clocks at the ground tracking sites


GPS MCS
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Applications of Clocks to Space Navigation & “Planetary GPS”
How GPS Works (cont.)


• The Design Trade for GPS. The GPS designers
incorporated …
– Accurate (atomic) clocks at operational ground tracking sites


and onboard the GPS satellites


– A 24/7 global tracking network to accurately and continuously
determine and update GPS orbits and clocks


– In contrast: the GPS user typically carries relatively simple
equipment and does not require a good clock


• The U.S. government elected to invest in robust and
reliable GPS space and ground/control segments
(infrastructure), thus enabling the user segment
(millions of users) to carry relatively simple and
cheap user equipment


• Roughly $12B to develop GPS (in 1980s)


GPS MCS
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Applications of Clocks to Space Navigation & “Planetary GPS”
GPS Performance Today


• Standalone commercial receiver (handheld, autos, boats etc.)
– 10 meters real-time positioning.


• Performance is limited by GPS clock & orbit modeling.


• Commercial receiver with differential services
– 2 meters real-time positioning. Requires local/regional differential


service subscription.
• Performance is limited by GPS clock & orbit modeling.


• JPL precision global differential GPS (GDGPS) system
– 10 cm real-time positioning accuracy. Requires global differential


service from commercial partner.
• Network processing improves orbits and  eliminates dependence on clocks.


• Non-real-time (minutes to days) geodetic positioning
– Better than 1-cm non-real-time positioning accuracy. Requires global


network data + special software.
• Network processing improves orbits and eliminates dependence on clocks.







Lichten - 7


Jet Propulsion Laboratory
          California Institute of Technology


Applications of Clocks to Space Navigation & “Planetary GPS”
Spacecraft Navigation with JPL Blackjack GPS Receivers


SRTM                    CHAMP            SAC-C                JASON-1                    GRACE
Feb 2000                        Jul 2000                  Nov 2000                      Dec 2001                            Mar 2002


FedSat                    ICESat               COSMIC                 OSTM
Dec 2002                        Dec 2002                     Sept 2005                        2008


Missions In Development


>12 years
of on-orbit


performance


45-cm accuracy 4-cm accuracy 4-cm accuracy
Sub-meter real-time demo


1-cm accuracy 1-cm accuracy


5-cm accuracy


Of all these, only the GRACE GPS receivers carried high-quality clocks (USOs).
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Applications of Clocks to Space Navigation & “Planetary GPS”
Deep Space Tracking


• Challenges of deep space tracking from Earth
– Weak signals


• NASA Deep Space Network uses 70-m and 34-m antennas
– Geometry and visibility
– Light travel time from Earth


• 5 to 25 minutes to Mars
• ~ 1.3 sec to Moon


– Reference frame issues


• Typical data types
– Two-way Doppler, 0.03 mm/s
– Two-way range, 2 meters
– Delta-Differential one-way range, VLBI


• 2 nrad = 0.06 nsec = 1.2 cm delay
– Optical navigation
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Applications of Clocks to Space Navigation & “Planetary GPS”


• The MER mission dramatically proved
the high value of having navigation &
telecom “infrastructure” during
challenging surface operations on
other planetary bodies


• What is the best approach for Mars?
For the Moon?


• Light travel time to Mars is tens of min, but
only about 1 sec to the Moon


• Importance of autonomy


• Some Earth-orbiting GPS can be usefully
tracked at Moon


“In Situ” Tracking at Other Planetary Bodies
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Applications of Clocks to Space Navigation & “Planetary GPS”


MARS


Orbiter


Other
Mars
Orbiter


• Surface or low Mars orbit vehicle can be
tracked with 1-way Doppler


• Performance depends on user’s clock
• 10-8 clocks, 1 orbiter only: 3 km in 24 hrs
• 10-9 clocks, 1 orbiter only: 300 m in 24 hrs
• By tracking two orbiters simultaneously,


dependence on user’s clock is reduced
or eliminated


• IMU and angle-sensing may improve
performance or robustness


• Can be challenging if target vehicle is
maneuvering


Active IMU
onboard


1-way


1-way


Tracking a Vehicle at Mars With 1 or 2 Nav/Com Orbiters as Infrastructure
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Applications of Clocks to Space Navigation & “Planetary GPS”


Tracking a Vehicle at Mars With 1 or 2 Nav/Com Orbiters as Infrastructure


MARS


Orbiter(s)


• Surface or low Mars orbit vehicle can be
tracked with 2-way data types


• User does not need extremely good clock
• < 100 m position accuracy in 24 hrs with
just 1 tracker (orbiter)


• Combination of 3 trackers (orbiters
and/or ground) can provide real-time
knowledge < 100 m


• Incorporating angle-sensing and/or IMU
data can reduce number of trackers


• Can be challenging if target vehicle is
maneuvering


Active IMU
onboard


2-way range or Doppler
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Applications of Clocks to Space Navigation & “Planetary GPS”
MER Tracking via Odyssey and MGS


• Two-way Doppler tracking was successful
between the landed MER and Odyssey. A
position was eventually determined (days
later) accurate to tens of meters.


• One-way Doppler tracking was
successful between MER and MGS
during and after the critical
Entry/Descent/Landing.
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Applications of Clocks to Space Navigation & “Planetary GPS”


• Three key approaches to navigation/telecom infrastructure assets in Lunar or
Martian regimes


1. Rely on simpler data types such as 2-way or 1-way Doppler with
“orbiters of opportunity,” i.e., existing orbiting vehicles (as was done
with MER)


2. Deploy a sparser version of a GPS-like constellation. Provide
Navigation services similar to how GPS does at Earth. Same space
vehicles can also provide Telecommunications services.


3. Deploy constellation utilizing dual one-way tracking between
infrastructure assets and users, which must be equipped with
compatible navigation/telecom transceivers.
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Applications of Clocks to Space Navigation & “Planetary GPS”


• Three key approaches to navigation/telecom infrastructure assets in Lunar or
Martian regimes (cont.)


1. Rely on simpler data types such as 2-way or 1-way Doppler with
“orbiters of opportunity,” i.e., existing orbiting vehicles (as was done
with MER)


• Advantages


– No new technology; uses whatever orbiters are there (lowers cost)


– Good user space clocks not needed (lowers cost).


• Typically, long-term orbiters carry USOs.


• Disadvantages


– Poorer performance (tens of meters to kilometers after ~ days)


– Real-time is not easily done with Doppler, since time history is needed to infer dynamics.
Cannot easily track irregularly maneuvering vehicles.


– Uses whatever orbiters are there -- not available on demand. Won’t be immediately
available for emergencies.
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Applications of Clocks to Space Navigation & “Planetary GPS”


• Three key approaches to navigation/telecom infrastructure assets in Lunar or Martian
regimes (cont.)


2. Deploy a sparser version of a GPS-like constellation. Provide Navigation
services similar to how GPS does at Earth. Same space vehicles can also
provide Telecommunications services.
– Advantages


– High performance possible, depending on coverage/visibility and clock quality


– Real-time emergency services possible


– Disadvantages
– Higher cost for operating infrastructure assets (dedicated constellation) at Moon or Mars


– Higher cost and complexity for utilizing high quality space clocks (as with GPS)


– Technology challenges …
• Availability/coverage determined by sparseness of constellation


– Small, cheap very stable space clocks to deploy on infrastructure and users
– Combination of better clocks + IMU can compensate for coverage “gaps”


– Develop a cost effective concept of operations.
– Key trade: should ground tracking terminals be remotely deployed (as are used for GPS operations)?


If so, should they be equipped with highly stable clocks? How long can/will such ground automated
ground terminals function in a hostile environment? Can the system be maintained solely via Earth
tracking? How would the reference frame tie be maintained?
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Applications of Clocks to Space Navigation & “Planetary GPS”


• Results of a
simulation
performed to
evaluate tracking
coverage for a
Mars network of
low-altitude
orbiters
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Applications of Clocks to Space Navigation & “Planetary GPS”


• Three key approaches to navigation/telecom infrastructure assets in Lunar or
Martian regimes (cont.)


3. Deploy constellation utilizing dual one-way tracking between
infrastructure assets and users, which must be equipped with
compatible navigation/telecom transceivers.
– Advantages


• Real-time high (sub-meter) accuracy (if coverage is adequate)
• Smaller number of good space clocks needed because system


relies on dual-one-way tracking data (insensitive to clocks)


– Disadvantages
• Self-jamming (transceivers transmitting and receiving


simultaneously)
• System complexity for scalability to many simultaneous


vehicles/users
• Users must carry compatible transceivers


– Role of clocks
• Good clocks not required for precise ranging between spacecraft,


but at least one to several long-term stable and precise space
clocks are required to maintain system timing and reference frame
registration (equivalent to knowledge of UT1-UTC at Earth).


• Without these stable clocks, system autonomy will not be possible
and system operation will be more complex and costlier


Advanced GPS
flight receivers for
Earth,
atmospheric, and
ocean science and for
precise navigation.


Autonomous
Formation Flyer
(AFF) and Software
Reconfigurable
Radio/Transceivers
for integrated deep-
space
navigation/telecom
and formation flying.


GRACE combines
space GPS plus
ultra-precise (1-
micron delta-range)
inter-spacecraft
transceivers
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Applications of Clocks to Space Navigation & “Planetary GPS”


• The ability to fly atomic clocks on GPS satellites has profoundly defined the
capabilities and limitations of GPS in near-Earth applications


• It is likely that future infrastructure for Lunar and Mars applications will be
constrained by financial factors


• The development of a low cost, small, high performance space clock -- or ultra-
high performance space clocks -- could revolutionize and drive the entire
approach to GPS-like systems at the Moon (or Mars), and possibly even
change the future of GPS at Earth


• Many system trade studies are required. The performance of future GPS-like
tracking systems at the Moon or Mars will depend critically on clock
performance, availability of inertial sensors, and constellation coverage.


– Example: present-day GPS carry 10-13 clocks and require several updates per day.
With 10-15 clocks, a constellation at Mars could operate autonomously with updates
just once per month.


• Use of GPS tracking at the Moon should be evaluated in a technical study.


Summary
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Applications of Clocks to Space Navigation & “Planetary GPS”


• Next steps: Develop a program to perform simulations and experiments to evaluate
and compare capabilities and costs for the different navigation/telecom scenarios for
Moon and Mars infrastructure


Summary (cont.)


• Determine how precise/stable flight clocks
and IMU sensors can “fill in” coverage gaps
for sparser versions of GPS
– Goal is to determine how GPS-like capabilities


can be enabled with fewer than 4 “GPS” in view
• How long and how accurately can positioning be


sustained with 3, 2, 1 or even 0 orbiters in view?


– Use current GPS terrestrial and space data to
perform tests and experiments. Excellent data
sets and test facilities are available.
• Evaluate clocks and IMU sensors over a wide


range of performance


– Evaluate different concepts of operations
• What is the value of an extremely accurate ground


clock at Mars or Moon? How survivable is a
ground clock, versus a space clock in an orbiter?
Does the ground clock enable simplification of
the orbiting payloads? Is the trade worthwhile?


• Evaluate GPS tracking at the Moon and how
coverage might be extended to the far side







Mars


EML2


EML1


Moon







ATOMIC CLOCK REQUIREMENTS FOR PRECISE INTERPLANETARY NAVIGATION 
Kurt Gibble, The Pennsylvania State University, 


University Park, PA 
 


ABSTRACT 


Navigation is one of the best known applications for atomic 
clocks.  On earth, the atomic clocks in the GPS provide meter 
level accuracies.  Space based atomic clocks could provide GPS 
type precision for interplanetary navigation.  I will describe a 
possible system using very good clocks in orbit around the earth, 
some of the considerations, and the requirements for the clocks. 


OVERVIEW 


The accuracies and stabilities of laboratory atomic clocks have 
surpassed 1 part in 1015.  A number of clock experiments, 
PARCS, RACE, and ACES, were slated to fly on the ISS.  All 
three aimed for high accuracy and stability;  RACE’s stability 
goal was 3×10- 15 for one second of averaging.  The accuracy of 
these clocks will support high precision interplanetary 
navigation. 


One can imagine a variety of schemes to navigate to other 
planets that take advantage of atomic clocks. One limit is to 
construct a GPS type system around the planet of interest.  For 
such a system, because the clock ranges to the planet are short, 
the clock performances can be modest and therefore the clocks 
can be relatively small.  Another limit of the spectrum is to 
construct a system around the earth.  For such a system, the clock 
performance must be much better due to the long range to the 


planet of interest.  While these clocks are also larger, they must 
only be launched to an orbit around the earth.  In this paper, we 
lay out the possible performance of such a system of very good 
clocks orbiting the earth. 


We consider clocks such as PARCS and RACE in a nearly 
geosynchronous orbit around the earth.  With this baseline,  a 
clock stability of 1×10- 14 implies a transverse position 
uncertainty at Mars of 10 meters, comparable to GPS on earth.  
The range from the clock to the receiver can be better known 
using the two-way communication time delay. 


The system should have rapid position updates with little 
time lag.  It is therefore essential that the clocks transmit their 
position and time, as in GPS, so that the receiver can calculate its 
position.  For the range, after an initial two-way link, GPS carrier 
phase techniques can be used for range updates without data 
latency.  The clocks are intrinsically stable and a receiver on the 
planet of interest, such as Mars, can be used to measure the clock 
offsets at a known position.  To precisely measure small time 
differences, the atomic clocks will have to be in orbit to avoid 
uncertainties due to propagation delays in the earth’s atmosphere.  
One source of systematic position error is propagation delays in 
the Martian atmosphere.  Because both clocks have an angular 
separation of hundreds of microradians, the propagation delay 
from both clocks will be largely common.  Such a system needs 
to be augmented with inertial navigation when on the occluded 
side of the planet. 
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NASA DSN (Deep Space Network)


3 sites: Goldstone, Canberra, & 
Madrid.


24 m to 70 m radio telescopes.


Uses the most stable & fieldable
clocks.


Different atmospheric delays.
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Better Clocks = Better Navigation?


Many laser-cooled clocks 
have stabilities of 10−15.


ACES, PARCS, & RACE: 
space-based clocks can 
be much better.


Really good clocks orbiting earth?


10/12/2004


Resolution of a Space-Based DSN


Initial range comes from 2-way.


Different than GPS.


Geometry is very different.


Precise timing allows <10 m 
error.


Time differences are key.


Differential relative to a Mars 
station.


Geo Synch orbit
10 m @ Mars
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What Could a System Be?


Update rate should be 1/second.
DSN is limited to 8 to 42 min.


Receiver onboard vehicle.
Track range differences @ 1/second.


10/12/2004


Microwave Signal on Optical Carrier


Cumbersome to build a 70 m 
radio telescope in space.


For scale, GPS satellites radiate 40 W 
over the earth.


Optical carrier
1 cm “telescope” aperture is required for 


GPS radius at earth-Mars distance.


DSN is going optical.
With 20 cm telescope 1 W of power?


Track planet


Mars atmosphere?
Dark side is occluded – inertial navigation.
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• Better clocks can give better navigation.


– Many small & good clocks @ mars


– Really good clocks near earth


• We’ve done the clock science.


• It’d be great to fully implement in space.


– RACE goal was 3×10-15 stability @ 1s.


– <10 m @ Mars from earth.


– Small telescopes


– Low power


– Fast update rates


Summary
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Small Mercury Ion Clock for On-board Spacecraft
Navigation*


John D. Prestage, Sang Chung, Thanh Le, R. Hamell,
Lute Maleki, Robert Tjoelker


Jet Propulsion Laboratory, California Institute of Technology, Pasadena, CA
*Research performed at the Jet Propulsion Laboratory, California Institute of Technology, under a contract with the


National Aeronautics and Space Administration
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Outline


•  Review of Ultra-Stable Space clock Mass vs Stability


•  Laboratory Hg microwave Ion clock
- Ion shuttling from ‘Optical’ trap to Microwave resonance trap;
- 3x10-16 ‘floor’ with > 100x less drift than space Rb;


•  Development of a One-Liter Hg Ion clock
- Optical System Re-design;
- Trap miniaturization, one piece brazed, no fasteners,…
- Ultra-high Vacuum developed for getter pumping;


•  Tests of Breadboard Liter clock Package
- 5x10-14 at 1 second;
- 3x reduction buffer gas shift with Neon


•  Summary


Small Mercury Ion Clock for On-board
 Spacecraft Navigation







NASA/JPL Workshop Phy sics f or Planetary  Exploration     April 2004 3


Small Mercury Ion Clock for On-board 
Spacecraft Navigation


0 10 20 30 40 50 60 70 80


 Mass of Atomic Clock (kg)
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 Space-Based Clocks (LEO)


GPS Cs
GLONASS Cs


GPS Rb (10-13/day drift)


H-Masers
NASA/SAO ESAJPL Liter Ion Clock


Galileo Passive H-Maser


Aces H-Maser








•  JPL can use a small, reliable, high stability clock, ~10-14 to 10-15 for deep space navigation 
•  Interplanetary S/C radio system components ( TWTA, USO,..) are 1-2 kg /2-3 liters


How Large are Deep Space Craft ?
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Why/How a Clock from Ions ?


John Prestage


• 106-107  199Hg+  trapped ions
• Clock Transition  40,507,347.9968 Hz
• Long  Interrogation TR, No wall collisions
• Ions are buffer gas cooled (Ne) to ~300K
• Micro-gravity friendly, 1-g gravity friendly
• No lasers,
• No cryogenics,
• No microwave cavities !


199Hg ‘Clock’ Ion
194 nm scattered light


202Hg ‘Lamp’ Ion
194 nm emission


194 nm UV from discharge
lamp, focused on trap center


Linear Quadrupole Ion Trap
(4 rods)
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• Optical Pumping: 194 nm UV
• 202Hg+  RF discharge lamp
• Q~3x1011 resonance measured
 thru UV fluorescence
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Hg Ion Frequency Standard 


Magnetic
Shields


Microwave
Interrogation


Region


Hg Discharge
Lamp


Buffer
Region


Optical
Interrogation


Region


 


Over-view of Multi-pole Clock (1st design)


No Lasers, Microwave Cavities, or Cryogenics
 ______________________________________________________________________


~20 years operational experience in 5 clocks,
3 linear traps,
2 shuttle from linear 4-pole to multi-pole
All exceed 10-15 stability


Ions are Optically Pumped in a quadrupole trap
(optically open and ions are concentrated)


40 Ghz Clock resonance in Multi-Pole trap, an RF
trap with little or no radio frequency micromotion


 (low ion density, low micro-motion, little space-charge number
sensitivity)


Doppler-free for transverse k vector


Doppler broadened for axial k vector


Ions are shuttled between 4-pole and 12-pole
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Shuttling Ions from Quadrupole to 12-Pole
(and back)


Trap Electrode
DC Voltage along


trap axis


12-pole trap


Quadrupole Trap


∼ 5,000,000 shuttles have been executed to date in USNO unit
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Quadrupole vs Higher Pole
 (RF trap with little micro-motion in microwave region)


Pseudo-potential grows as R2k-2 for 2k rod electrodes


)1( !
==!


k
KEUKE tranverse


pseudomotionm


pseudotransverse
k


pseudo UkKERU )1(22
!="


!  (Virial Theorem)


 RF Trap with very
little RF micro-motion


(k=2 quadrupole)


 Laboratory 12-pole


 Space-clock 16-pole
60% external diameter
100% internal diameter
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Quadrupole vs Higher Pole (Well Depth)
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Shuttling Ions from Quadrupole to 12-Pole
(phase must change on co-linear rods at trap junction)


+V -V


+v -v +v -v
-v


+V -V


+v +v-v


Same Phase on colinear electrodes
produces a hole in the RF pseudopotential


Opposite Phase on colinear electrodes
produces good RF pseudopotential


• Problem:  Joining a 4-pole to an arbitrary k-pole microwave resonance trap. Holes in the
pseudo-potential cannot be avoided.


• Can’t use the higher pole traps where the lowest micro-motion is achieved.


•Solution:
 Operate the Higher pole trap at different frequency (e.g., ~2x higher). Holes open and
close faster than ions can drift through.


Well depth ~           can be preserved as k gets large.
2


2


k


!
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Quadrupole trap


Ion-number sensitivity is
drastically reduced


Ion-number frequency pulling is at least 20x reduced from LITS quadrupole !


It doesn’t behave like ion heating and 2nd-order Doppler frequency pulling !
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John Prestage


• State selection/optical
interrogation in quadrupole;
microwave clock resonance in
higher multipole trap.


• Ion traps are brazed, “one piece”
with metallized electrical inter-
connects; no screws, etc. used as
fasteners.


• Non-magnetic parts required for
high Q atomic resonance
(Q~3x1011).


• 16-pole provides better isolation to
stray external fields, for 0.056”
moly rod size.


• 4-pole load trap has twice the well
depth of the previous version;
better ion load rates, higher SNR in
clock resonance.


Gold plated Moly wires and rods


Previous (ground) version
>100 titanium 0-80 screws


>10x trap size reduction


Quadrupole optical 
state selection trap


16-pole microwave 
clock resonance trap


Miniaturizing Ion Traps
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Full Trap Design, Fabrication Completed


• 4 trap assemblies procured and delivered, 5th to be inspected for electrical
connection integrity;
– First 2 assemblies were “learning curve” fabrications,


mechanical/magnetic/electrical problems
– Remaining 3 are ready for clock tests.


John Prestage


Metallized Electrical Interconnects


Alumina CeramicAlumina Ceramic
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 Inner Shields, field coils, and WR-19 waveguide


Microwaves propagated 
trap axis avoids carrier 
suppression of 40.5 GHz


Current flow for 
transverse B-field


WR-19 waveguide, 
h-plane bend


Inner magnetic shield 
square cross-section


Physics Package Assembly


Doppler-free clock transition
requires  transverse


 k vector
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Optical System - 2 lenses and 1 mirror


• Design Uses 3 identical optical arms, each with 2 lenses, an UV dichroic folding mirror, and a UV-
grade sapphire vacuum window.


– Ion fluorescence detection arms are oriented perpendicular to input light arm.
• Optics features:


– UV-grade silica, 10-5 scratch-dig polish, antireflectance coated to <0.5% per surface.
– Surface roughness is a source of stray light in the UV; laser optical polish used.


• Clock optical components are also used in semi-conductor photolithography (ArF 193 nm laser)


Mirror with Special UV Coating
(High-R at 194 nm /Low-R at 254 nm)


20 mm
Vacuum Cube


Source


Ion cloud is confined
along centerline of
cube (trap rods not


shown)
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 Modular Compact Optical System


• Optical Mount is single piece
modular
– can be tested for internal


alignment without the ion
trap


• Lamp resonator and exciter
power electronics are integrated
into module


• Sensitive detector electronics are
isolated from lamp exciter power
via RF-tight gasket compartments


Hg Lamp


Folding Mirror UV Lens pair


UV Sapphire Window
4-pole ion trap


16-pole ion trapCeramic Microwave Window


7 cm
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• UV light detectors with power
supply, amp/discriminator
chip are integrated into
module.


• Isolated from RF power in
lamp driver module with RF-
tight compartments as shown
below


Fluorescence Detection Arms


Photomultiplier Tubes


10-12  grade VCXO


 Modular Compact Optical System
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 Compact Optical System Package 


High-Voltage supply for PMT


Photo-multiplier Tube


(PMT) with base


Amp/discriminator PC board


Pulse out to counter


Lamp Resonator 


with Hg lamp


Packaged Optical Electronics - UV source and fluorescence detectors
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Liter Hg Ion Clock, 10-13 τ-1/2
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Folding Mirrors


• Demonstrated short-term stability 10-13 τ-1/2, as good as the 100x larger ground-based
package.


• Line Q ~ 2 x 1011 in the first measurement (shown at right)


• No magnetic shields yet installed
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•  Q ~ 4 x 1011 in measurements shown at right.
• No magnetic shields for these measurements.
• Q ~  1012 in later measurements.


Liter Hg Ion Clock, 10-13 τ-1/2
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 Ion Clock Redesign - Getter Pumping


• Replace mechanical pumping and buffer-gas flow system.
– Light, noble buffer gas required to cool ions to room temperature, increase


number of captured/trapped ions.
– UHV prepared, filled with buffer gas and getters, then sealed.


• Getter pumping, bulk and surface getters (Benvenuti, et al, 1998)
– Consumes no mass, power, little volume.
– Will not pump or otherwise consume buffer gas.


• Requires UHV design and fabrication.
– 400 C Sapphire windows developed.
– Low gas load field emitter filament employed.
– Titanium vacuum jacket materials.
– 400 C bake-out with sealed getters, filled to ~ 10-5 Torr with Ne buffer.
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– Hg+ clock uses ~ 10-5 Torr “buffer” gas to cool ions to near room temperature; helium
is traditionally used.


– Investigated neon and argon as substitutes; Found 3 times less clock frequency
changes in neon than helium; 20x more in argon


– Additionally, neon pressure varies 5x less than helium for a 1 C temperature change
– Frequency pulling < 10-15 per degree C temperature change !


Buffer gas pressure shift
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•  Microgravity friendly, 1-g gravity friendly.


•  10-15 stability in a 1-2 liter package seems feasible.


•  Demonstrated 10-13 τ-1/2  in ~ 1-liter physics package breadboard.


•  Demonstrated 3x reduction in buffer gas shift by neon.


•Frequency pulling < 10-15 per degree C temperature change via buffer gas variations


 Summary
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Buffer gas pressure shift


Calibrated Buffer Gas Pressure (torr)
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Doppler-free and doppler-broadened
resonance in 12-pole trap


Doppler-free clock transition for transverse k vector 
 propagation (~ 100 mHz) 
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Ion temperature; 1% width measure gives
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 Ion clock redesign for space


• Small Ion Clock Approach and Heritage
– No lasers, uwave cavities, cryogenics,


atomic beams, etc.
– Ions are electrically shuttled between


separate optical and microwave traps.
• Each trap is optimized for its task:


quadrupole for optical state selection;
multi-pole for microwave clock.


–  Very good stability shown in USNO
Timescale running “open loop”


• “Open loop” operation means no self-
measurements of frequency offsets:
Zeeman, ion temperature,… etc.


– Fewer parts and procedures, produces
stable output continuously


• Ion clock is not so sensitive to temperature
fluctuations


–  Measured unshielded  temperature
coefficient of few 10-15  per C.


– No bulky temperature isolation needed.


Ion clock vs Nav-19 H-Maser


Nav-19 (H-Maser) vs mean of 10 H-masers 


Ion clock vs mean of 10 H-Masers
Showing < 5x10-17 per day 


Frequency drift between JPL ion clock
 and USNO time scale







A Superfluid Clock* 
 


Konstantin Penanen 
Jet Propulsion Laboratory, Caltech 


 
The performance of clocks is limited by the characteristics of the underlying oscillator. 
Both the quality factor of the oscillator and the signal-to-noise ratio for the resonator 
state measurement are important. A superfluid helium Helmholtz resonator operating at 
~100mK temperatures has the potential of maintaining frequency stability of 5x10-15/t1/2 
on the time scale of a few months. The high dynamic range of lossless SQUID position 
displacement measurement, and low losses associated with the superfluid flow, combined 
with high mechanical stability of cryogenic assemblies, contribute to the projected 
stability. Low overall mass of the assembly allows for multiple stages of vibration 
isolation. 
 
* Work performed at the Jet Propulsion Laboratory, California Institute of Technology, 
under a contract with the National Aeronautics and Space Administration 
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Exploring the Moon and Mars Using an Orbiting Superconducting 
Gravity Gradiometer* 
 


Ho Jung Paik  
Department of Physics, University of Maryland, College Park, MD 20742 
 
Donald M. Strayer 
Jet Propulsion Laboratory, California Institute of Technology,  
4800 Oak Grove Drive, Pasadena, CA 91109 
 
Abstract.  Gravity measurement is fundamental to understanding the interior structure, dynamics, 
and evolution of planets.  High-resolution gravity maps will also help locating natural resources, 
including subsurface water, and underground cavities for astronaut habitation on the Moon and 
Mars.  Detecting the second spatial derivative of the potential, a gravity gradiometer mission tends 
to give the highest spatial resolution and has the advantage of requiring only a single satellite.  We 
discuss gravity missions to the Moon and Mars using an orbiting Superconducting Gravity Gradi-
ometer and discuss the instrument and spacecraft control requirements.      
 
*This research was carried out at in part at the Jet Propulsion Laboratory, California Institute of 
Technology, under a contract with the National Aeronautics and Space Administration  


1. Introduction 
 
Detailed knowledge of gravity is essential to understand the interior structure, dynamics, and 
evolution of planets.  High-resolution gravity maps for the Moon and Mars will also help locat-
ing subsurface water, natural resources, and underground cavities for astronaut habitation. 
 Lunar Prospector provided a complete coverage of the lunar near side to degree and order of 
75 (Konopliv et al 1998).  SELENE, scheduled for 2005 launch, will map the entire Moon by 
differential VLBI radio sources and a relay satellite (Sasaki et al 2003).  Data on the surface and 
subsurface structure will be obtained by terrain camera, laser altimeter, and lunar radar sounder.  
Mars Global Surveyor tracking data yielded a global gravity map of Mars to degree and order 80 
(Smith et al 1999).  Higher resolution will be required to locate natural resources. 
 There are three instrumentation options for obtaining high-resolution gravity maps: (1) a sin-
gle satellite with a high-altitude relay satellite (SELENE-type), (2) satellite-to-satellite Doppler 
tracking (GRACE-type) (Tapley et al 2004), and (3) a single satellite carrying a gravity gradi-
ometer (GOCE-type) (Rebhan et al 2000).  By detecting the second derivatives of the potential, 
the gradiometer mission tends to give the highest spatial resolution.  The gravity gradiometer 
mission also has the advantage of requiring only one satellite, minimizing the mission cost. 
 


2. Orbit and instrument requirements 
 
To obtain the highest gravity and spatial resolution, the altitude must be minimized.  On Mars, a 
low-altitude gravity survey could be performed in principle by using a balloon-borne gravity 
gradiometer.  Although the sensitivity requirement will be modest due to the low altitude, the 
balloon-borne survey will be an extremely slow process and will only permit very limited local 
surveys.  A balloon experiment is not feasible on the Moon, where there is no atmosphere.  
Therefore, gravity survey from an orbiting spacecraft is the only means available on the Moon 
and a preferred means on Mars.  On Mars, the satellite altitude must be kept at h ≥ 100 km due to 
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its atmosphere.  On the other hand, a short-duration lunar gravity mission could be conducted at 
an altitude h ≤ 25 km, limited only by the Moon’s shape and the influence of the Earth’s gravity.   


Even at such a low altitude, detecting an underground cavity from the orbit is extremely chal-
lenging.  For example, an underground cavity of size (50 m)3 produces a gradient signal: 
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at h = 25 km, where 1 E ≡ 10−9 s−2.  It may be possible to reduce h to 10 km over a limited area 
by using a slightly elliptical orbit.  The signal then increases to Γ ≈ 1.8 x 10^-4 E.  With the orbital 
speed of 1.6 km/s, it takes t ≈ 6 s to traverse 10 km.  The required measurement bandwidth, Δf ≈ 
1/t ≈ 0.16 s, then leads to a gradiometer sensitivity requirement: 
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To be able to identify the signal, the background gravity feature must also be known to this level. 
 


3. Superconducting Gravity Gradiometer 
 
To meet the demanding sensitivity requirement of 10−4 E Hz−1/2, a superconducting gravity gra-
diometer (SGG) operating at T ≤ 4 K is required.  A three-axis SGG has been developed at the 
University of Maryland with Code-Y support for Earth orbit application (see Figure 1).  The in-
trinsic noise of this instrument was 4 × 10−3 E Hz−1/2, limited by the relatively stiff mechanical 
suspension used (Moody and Paik 2002).  One could vastly improve the sensitivity of the SGG 
by employing magnetically levitated test masses. 
 Figure 2 is a schematic of the SGG with magnetically levitated test masses.  The upper figure 
shows two levitated test masses along with levitation and sensing coils.  The lower figure shows 
the superconducting differential circuit.  Persistent currents I1 and I2 stored in the two sensing 


 
Figure 1.  SGG developed for space application. 
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Figure 2.  Schematic of SGG with magnetically 
levitated test masses. 
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loops provide coupling between the displacement of the test masses and the SQUID.  The ratio 
I1/I2 is adjusted to precisely balance out common-mode acceleration at the SQUID output.   


The intrinsic gradient noise of an SGG can be shown to be (Chan and Paik, 1987) 
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where m, f0 = ω0/2π, and Q are the mass, resonance frequency, and quality factor of the test mass; 
l is the gradiometer baseline; β, η, and EA(f ) are the transducer energy coupling constant, ampli-
fier coupling efficiency, and SQUID energy resolution; and f = ω/2π is the signal frequency, re-
spectively.  With the same parameter values as the mechanically suspended SGG except for f0: m 
= 1.0 kg, l = 0.2 m, f0 = 0.2 Hz, T = 2 K, Q0 = 106, 2βη = 0.5, EA(f ) = 5 × 10−31 J Hz−1 (1 + 0.1 
Hz/f ), one finds )(2/1 fS!  = 8 × 10−5 E Hz−1/2 at 0.01 Hz ≤ f < 0.2 Hz.  
 
4. Spacecraft control requirements 
 
For cooling the SGG, a liquid helium cryostat will be the simplest option for a lunar gravity mis-
sion since it requires a lifetime of only three to six months.  For a Mars gravity mission, a liquid 
helium cryostat, supported by even a noisy cryocooler, will work.  En route to Mars, the cryo-
cooler can be used to conserve liquid helium.  During the orbital operation, the cryocooler can be 
turned off so the instrument can be cooled by the quiet liquid helium cryostat. 


To minimize the centrifugal acceleration error, the gradiometer must be in an inertial orienta-
tion.  On the other hand, to minimize the attitude control and dynamic range requirement, the 
gradiometer must be in a planet-fixed orientation.  Only one axis, the orbit normal, satisfies both 
of these requirements.  Therefore, to obtain the best sensitivity, a single-axis SGG could be car-
ried by a spacecraft in an inertial orientation, with its sensitive axis normal to the orbit plane. 
 With the SGG’s common-mode rejection ratio of 107, the spacecraft linear acceleration must 
be controlled to 10−7 m s−2 Hz−1/2.  The attitude, attitude rate, and attitude acceleration control re-
quirements are 10−4 rad, 10−7 rad s−1 Hz−1/2, and 10−6 rad s−2 Hz−1/2, respectively.  The linear ac-
celeration control requirement could be met without a drag-compensation system.  The attitude 
control requirement, although demanding, could be met by combining star trackers with gyros. 
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Applied Superconductivity and Superfluidity for Exploration of the Moon and Mars* 
 


Talso Chui 
Jet Propulsion Laboratory, California Institute of Technology 


 
The initiative for human exploration of the Moon and Mars presents great technical challenges as well as 
new opportunities for scientific investigations.  I will discuss recent developments in superconductivity 
and superfluidity that can be applied to solve some of these technical challenges.  This includes 
biomedical imaging of astronauts using an array of SQUID magnetometers; resource exploration using 
SQUID as well as a SQUID-based gravitational gradiometer; measurement of rotational jitter of the Moon 
and of Mars, for improvement in GPS using a superfluid gyroscope; and the concept of a high precision 
superfluid clock recently proposed for navigation at JPL.  Physicists can also participate as explorers in 
the Moon/Mars initiative.  I will discuss a proposed experiment to search for the postulated strangelet 
particle (a dark matter candidate) by using the Moon or Mars as a giant detector.  As suggest by Nobel 
Laureate Sheldon Glashow, a massive (~ 1 ton) strangelet can generate a trail of seismic waves, as it 
traverses a celestial body.  The pristine environments of the Moon and Mars, with their very low seismic 
backgrounds, are ideal for such an experiment.  Very sensitive SQUID-based seismometers can be deployed 
to increase the sensitivity of strangelet detection. 
 
*This work performed at the Jet Propulsion Laboratory, California Institute of Technology, under a 
contract with the National Aeronautics and Space Administration. 
 







Development of Superfluid Interference Gyroscopes 
E. Hoskinson and R.E. Packard 


University of California, Berkeley 
 
This talk will describe our progress in developing a superfluid analog of the dc SQUID. 
Such a device can measure small rotation changes, with sufficient sensitivity to 
complement conventional seismology and possibly geodesy. We will discuss our proof of 
principle experiment using 3He, our plans to make an enhanced sensitivity device, and the 
exciting possibility of using even 4He at 2000 times higher temperature. 
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Radiation Detection and Monitoring in Space  
with Low-Temperature Bolometric Techniques 


 
Stephen Boyd 


University of New Mexico, Dept. of Physics and Astronomy 
800 Yale Blvd NE 


Albuquerque, NM  87131-1156 
 


Low-temperature bolometric techniques present advantages and unique capabilities for 
radiation detection compared to standard detectors, because their detection physics is 
fundamentally different from that of standard detectors.  Among these advantages are: 
direct sensitivity to energy deposition by all forms of radiation, including neutral 
particles; extremely low threshold for energy absorption; and a wide choice of absorber 
materials including materials with high neutron absorption.  Near 0.3K, a space-capable 
detector of useful size should be able to achieve ~150 eV of energy resolution, a 
substantial improvement over solid-state detectors.  In addition, the use of a neutron-
detecting absorber in such a detector would constitute a uniquely capable and compact 
neutron spectrometer.  Real-time onboard neutron spectrometry would be particularly 
valuable for space exploration missions because secondary neutrons from incident cosmic 
rays are a major source of radiation hazard for interplanetary missions, and the health 
effects of these neutrons are strongly energy-dependent.  We review the case for using 
these new detectors in space exploration missions and report on our ongoing development 
work. 







High-Resolution Displacement Sensor Using a SQUID Array Amplifier 
 


Talso Chui, Konstantin Penanen, M. Barmatz 
Jet Propulsion Laboratory, California Institute of Technology, CA 91109 


 
Ho Jung Paik 


Department of Physics, University of Maryland, College Park, MD 20742 
 
Improvement in the measurement of displacement has profound implications for both 
exploration technologies and fundamental physics.  For planetary exploration, the new 
SQUID-based capacitive displacement sensor will enable a more sensitive gravity 
gradiometer for mapping the interior of planets and moons.  A new concept of a 
superfluid clock to be reported by Penanen and Chui at this workshop is also based on a 
high-resolution displacement sensor.  Examples of high-impact physics projects that can 
benefit from a better displacement sensor are: detection of gravitational waves, test of the 
equivalence principle, search for the postulated axion  particle, and test of the inverse 
square law of gravity.  We describe the concept of a new displacement sensor that makes 
use of a recent development in the Superconducting Quantum Interference Device 
(SQUID) technology.  The SQUID array amplifier, invented by Welty and Martinis 
(IEEE Trans. Appl. Superconductivity 3, 2605, 1993), has about the same noise as a
conventional SQUID; however, it can work at a much higher frequency of up to 5 MHz.
We explain how the higher bandwidth can be translated into higher resolution using a
bridge-balancing scheme that can simultaneously balance out both the carrier signal at 
the bridge output and the electrostatic force acting on the test mass.
 
The work described here was carried out at the Jet Propulsion Laboratory, California 
Institute of Technology, under a contract with the National Aeronautics and Space 
Administration. 







Thermal and Quantum Mechanical Noise of a Superfluid Gyroscope 
 


Talso Chui and Konstantin Penanen 
 


Jet Propulsion Laboratory, California Institute of Technology 
4800 Oak Grove Drive, Mail Stop 79-24 


Pasadena, CA  91109 
 
A potential application of a superfluid gyroscope is for real-time measurements of the 
small variations in the rotational speed of the Earth, the Moon, and Mars.  Such rotational 
jitter, if not measured and corrected for, will be a limiting factor on the resolution 
potential of a GPS system.  This limitation will prevent many automation concepts in 
navigation, construction, and biomedical examination from being realized.   We present the 
calculation of thermal and quantum-mechanical phase noise across the Josephson junction 
of a superfluid gyroscope.  This allows us to derive the fundamental limits on the 
performance of a superfluid gyroscope.  We show that the fundamental limit on real-time 
GPS due to rotational jitter can be reduced to well below 1 millimeter/day.  Other 
limitations and their potential mitigation will also be discussed. 
 
The work described here was carried out at the Jet Propulsion Laboratory, California 
Institute of Technology, under a contract with the National Aeronautics and Space 
Administration. 







Using the Moon and Mars as Giant Detectors for Strange Quark Nuggets 
 


Talso Chui, Konstantin Penanen, Don Strayer, Bruce Banerdt 
Jet Propulsion Laboratory, California Institute of Technology 


Pasadena, CA 91109 
 


Vigdor Tepliz 
Goddard Space Flight Center 


Greenbelt, MD 20771 
 


Eugene Herrin 
Southern Methodist University 


Dallas, TX 75205 
 
On the Earth, the detectability of small seismic signals is limited by pervasive seismic 
background noise, caused primarily by interactions of the atmosphere and oceans with the 
solid surface. Mars, with a very thin atmosphere and no ocean is expected to have a noise 
level at least an order of magnitude lower than the Earth, and the airless Moon is even 
quieter still.  These pristine low-vibration environments are ideal for searching for nuggets 
of "strange quark matter."  Strange quark matter was postulated by Edward Witten [Phys. 
Rev. D30, 272, 1984] as the lowest possible energy state of matter.  It would be made of 
up, down, and strange quarks, instead of protons and neutrons made only of up and down 
quarks.  It would have nuclear densities, and hence be difficult to detect.  Micron-sized 
nuggets would weigh in the ton range.  As suggested by de Rujula and Glashow [Nature 
312 (5996): 734, 1984], a massive strange quark nugget can generate a trail of seismic 
waves, as it traverses a celestial body. We discuss the mission concept for deploying 
a network of sensitive seismometers on Mars and on the Moon for such a search. 
 
The work described here was carried out in part at the Jet Propulsion Laboratory, 
California Institute of Technology under a contract with the National Aeronautics and 
Space Administration. 







A Robust, Fast, and Deterministic Spike-reduction Algorithm for Autonomous 
Real-time Control 


 
Dmitri A. Sergatskov, Qunzhang Li, and R. V. Duncan 


Physics Department, University of New Mexico 
800 Yale Blvd NE 


Albuquerque, NM  87123 
 


We consider the problem of measuring slowly-changing data in the presence of both white 
noise and sudden, short noise spikes.  Such data are similar to those obtained in high 
resolution thermal experiments on earth orbit, where the thermometers are often struck 
and suddenly heated by charged particles.  This problem is relevant to the development of 
control algorithms for the DYNAMX and CQ experiments. The previously flown low-
temperature experiments LPE and CHeX solved this problem by using iterative re-
weighting linear-fit methods. The performance of this procedure depends strongly on the 
characteristics of the input data, and there are known specific cases when the algorithm 
will not converge.  This complicates the design of autonomous real-time systems where 
such a spike removal procedure is part of a control sequence. 
 
We report on a new algorithm that is robust, with a fixed worst-case execution time.  This  
new algorithm performs significantly faster than the CHeX algorithm in tests using both  
simulated and actual CHeX data. 


 







Pulsed Electron Spin Resonance Spectrometer for Impurity-Helium Solids 
 


David M. Lee 
Cornell University Physics Dept. 


Ithaca, NY  14853 
 


A pulsed electron spin resonance (ESR) spectrometer, now under construction, is described.  
A TE-011 resonant cavity with a quality factor Q of approximately 700 has been designed  
and constructed.  The low Q provides short cavity ring-down times.  This instrument will be 
used to observe free induction decay and spin echoes.  A search will be made for exchange 
narrowing in concentrated impurity-helium solids that would be manifested by at least 
part of the sample showing an anomalously long free-induction-decay tail.  Exotic solid 
echoes  will be used to explore the role of dipolar interactions in dilute free radical 
samples.  An attempt will be made to study spin diffusion transport with the 90-180
echo technique in dilute free radical samples. 
 







Demonstration of an Ultra-Stable Cryogenic Platform  
with 25 pK/root-Hz Stability 


 
Colin J. Green(1), Dmitri A. Sergatskov(1), and R. V. Duncan(1,2) 


1: The University of New Mexico, 2: California Institute of Technology 
 
Existing paramagnetic susceptibility thermometers used in fundamental physics 
experiments near 2.2 K are capable of measuring temperature changes with a precision of 
about 100 pK in a one-hertz measurement bandwidth, with a demonstrated drift stability 
of about a nK per day.  Commercial electrical heater controllers are only able to control 
power dissipation to a precision of about ten parts per million (ppm), with an open loop 
drift of about 50 ppm per day.  We have developed an ultra-stable temperature platform 
with a demonstrated noise of 25 pK in a one-hertz bandwidth, and we have identified the 
physical source of this residual noise. We used an array of RF-biased Josephson junctions 
to precisely control the electrical power dissipation in a heater resistor mounted on this 
thermally isolated cryogenic platform to well beyond our ability to measure, which we 
estimate is stable to better than a part in 1012.  This Josephson heater controller may be 
used in a new synchronous demodulation circuit to maintain absolute temperature 
stability of the stage to about the same level as the demonstrated noise, provided that the 
4He superfluid transition temperature is fundamentally stable at this level.  This work 
may provide a blackbody temperature reference for use in space radiometry applications 
that is considerably more stable than the temperature of the cosmic background radiation 
itself.  This new technology may enable critical heat capacity measurements in 4He within 
a weightless laboratory to a reduced temperature of about 10-11, where the critical 
fluctuation lengths would be about a cm, and the fluctuation rates would be measurable 
within the bandwidth of the thermometry.  
 
This work has been funded by the Fundamental Physics Discipline of the Microgravity 
Science Office of NASA, and was supported by a no-cost equipment loan from Sandia 
National Laboratories.  
 







Measurements of thermal conductivity of superfluid helium near its transition 
temperature Tλ in a 2D confinement 


 
Sergei Jerebets 


NASA Jet Propulsion Laboratory, California Institute of Technology 
4800 Oak Grove Drive, Pasadena, CA 91109 


 
We report our recent experiments on thermal conductivity measurementsof superfluid 
4He near its phase transition in a two-dimensional (2D) confinement under saturated 
vapor pressure.  A 2D confinement is created by 2-mm- and 1-mm-thick glass capillary 
plates, consisting of densely populated parallel microchannels with cross-sections of 5 x 
50 and 1 x 10 microns, correspondingly. A heat current (2 < Q < 400 nW/cm2) was applied 
along the channels’ long direction.  High-resolution measurements were provided by DC 
SQUID-based high-resolution paramagnetic salt thermometers (HRTs) with a nanokelvin 
resolution. We might find that thermal conductivity of confined helium is finite at the bulk 
superfluid transition temperature.  Our 2D results will be compared with those in a bulk 
and 1D confinement. 
 
The work described here was carried out at the Jet Propulsion Laboratory, California 
Institute of Technology, under a contract with the National Aeronautics and Space 
Administration. 







New Precision-Feedback Controls for Low-Temperature Experiments 
 


Jinyang Liu, Dmitri A. Sergatskov, and R. V. Duncan 
University of New Mexico 


800 Yale Blvd NE 
Albuquerque, NM  87123 


 
High-precision, low-temperature experiments usually consist of few thermal links.  In 
first approximation, each stage can be represented by a large thermal mass connected to 
the other stages through weak thermal links. This model works especially well for 
experiments with superfluid helium near the lambda point, where the heat capacity of the 
helium sample is extraordinary large.  The characteristic time constant of such a stage can 
be of the order of 100 to 100,000 seconds, which significantly exceeds all other 
characteristic times within the stage.  We consider the problem of temperature control of 
such a system and devise control schemes that improve upon traditional proportional-
integral-derivative (PID) methods. We show that a proportional-integral/proportional 
(PI/P) controller has a better ramp tracking and step response, and that the use of a Kalman 
filter for the input signal significantly decreases the noise injected from the feedback loop. 
 







Entangled atomic clock


D. Matsukevich, A. Kuzmich, 
S. Jenkins, and T.A.B. Kennedy


School of Physics, 
Georgia Tech, Atlanta
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Schrodinger (1935): “I would not call (entanglement) one, but rather the 
characteristic trait of quantum mechanics, the one that enforces its 
entire departure from classical lines of thought.”
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Atoms as a continuous quantum variable system
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Light as a continuous quantum variables system
•Stokes parameters
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Spin Squeezing via QND interaction
A. Kuzmich, N. P. Bigelow, and L. Mandel,  Europhysics Letters,  42, 481 (1998).
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Atom-light continuous controlled-NOT gate
A. Kuzmich, N. P. Bigelow, and L. Mandel,  Europhysics Letters,  42, 481 (1998).
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Metrology-measuring small angles
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Rotation angle measurement
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Elimination of inhomogeneous 
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Quantum Entanglement & Correlation of Bose Condensed Atoms 
Li You 


School of Physics 
Georgia Tech 


Atlanta, GA 30332 
 


Abstract 
 
At the frontier of atomic quantum gas research, a substantial topic of current 
interest is the creation of quantum correlated states of condensed atoms for several 
potential applications ranging from quantum computation to high precision quantum 
limited atom interferometry. In this study, we report our recent investigations of the 
generation and detection of quantum correlated states of Bose condensed atoms. 
We have focused our efforts on two particular types of states that display inseparable 
quantum correlations: spin squeezed states and maximally entangled states. 
We will present several protocols that can be implemented in laboratories of atomic 
quantum gases and provide explicit estimates for parameters and conditions relevant to 
their technological applications. 
 







Quantum Entanglement & Correlation 
of Bose Condensed Atoms


Li You,           School of Physics, Georgia Tech, Atlanta, GA 30332


Creating maximally entangled 
atomic states in a condensate
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Laser Ranging to the Moon, Mars and Beyond 
 


Slava G. Turyshev, James G. Williams, Michael Shao 
Jet Propulsion Laboratory, California Institute of Technology  


4800 Oak Grove Drive, Pasadena, CA 91109 
 


Kenneth L. Nordtvedt, Jr. 
Northwest Analysis, 118 Sourdough Ridge Rd. 


Bozeman MT 59715 USA 
 


Thomas W. Murphy, Jr. 
Physics Department, University of California, San Diego 


9500 Gilman Dr., La Jolla, CA 92093 
 
Current and future optical technologies will aid exploration of the Moon and Mars while 
advancing fundamental physics research in the solar system.  Technologies and possible 
improvements in the laser-enabled tests of various physical phenomena are considered 
along with a space architecture that could be a cornerstone for robotic and human 
exploration in the solar system. In particular, accurate ranging to the Moon and Mars 
would not only lead to construction of a new space communication infrastructure enabling 
improved navigational accuracy, but would provide a significant improvement in several 
tests of gravitational theory: the equivalence principle, geodetic precession, PPN 
parameters beta and gamma, and the constancy of the gravitational constant G.  Other 
tests would become possible with an optical architecture that would allow proceeding 
from cm to mm to sub-mm range accuracies.  Looking to future exploration, what 
characteristics are desired for the next generation of ranging devices, what is the optimal 
architecture that would benefit both space exploration and fundamental physics, and what 
fundamental questions can be investigated? 
 
The work described here was carried out at the Jet Propulsion Laboratory, California 
Institute of Technology under a contract with the National Aeronautics and Space 
Administration. 
 







Critical point of oxygen with gravity cancellation 
 


John Lipa 
Stanford University, Physics Department 


Stanford, CA  94305 
 


We report the status of an experiment to reduce the effects of gravity at the critical point 
by using magnetic levitation. Measurements of the compressibility along isochores and 
the coexistence curve shape have been made. Future directions will also be described. 







The Legacy of the Low Temperature Microgravity Physics Facility 
 


Melora Larson, John Pensinger, Feng-Chuan Liu, Donald Langford, Inseob Hahn,  
and G. John Dick 


Jet Propulsion Laboratory, California Institute of Technology, 
Pasadena, CA 91109 


 
 
The Jet Propulsion Laboratory (JPL) has been building the Low Temperature 
Microgravity Physics Facility (LTMPF) as a multi-user research facility for the 
International Space Station. Because of the recent Presidential Exploration Initiative 
placed on NASA, NASA has informally told JPL to phase out the development of the 
LTMPF, assuming a suspension of funding at the end of fiscal year 2004.  Over the last 
five years of development of the Facility, a tremendous legacy of both scientific and 
technical progress has been made, and a significant amount of flight hardware has been 
built.  During these last few months of remaining funding, the LTMPF plans on finishing 
some remaining development efforts, archiving the hardware (flight and engineering 
models), software, and capturing the knowledge generated for possible future missions. 
These possible future missions could include gravitational or relativistic physics 
experiments (around the Earth or the Moon), charged particle physics experiments away 
from the Earth, possible other fundamental physics experiments in a Code U-developed 
free flyer orbiting the Earth, or even gravitational mapping experiments around the Moon 
or possibly Mars. LTMPF-developed technologies that are likely to have substantial 
impact on such future missions include SQUID magnetometers and thermometers, 
ultra-high-performance cryogenics, and high-Q superconducting resonators. 
 
The work described here was carried out at the Jet Propulsion Laboratory, California 
Institute of Technology under a contract with the National Aeronautics and Space 
Administration. 
 







Coalescence of Liquid Drops 
 


Humphrey Maris 
Brown University 


Providence, RI  02912 
 


When two liquid drops come into contact, driven by the surface tension, the neck 
connecting them will grow from a singular point. Recently, we studied such phenomena 
by measuring the neck size as a function of time. The speed with which the neck grows is 
determined by the surface tension and the viscosity of the liquid, and the size of the 
original drops. It takes less than 1 ms for two water drops of 1 cm in diameter to merge 
into one. The details of the coalescence process are hard to observe on this time scale. To 
study the details of coalescence, we have made measurements with silicone oil of high 
viscosity. To sustain a liquid globe of a size 10 cm in diameter, we built a Plateau tank. 
The silicone oil globes were immersed inside a second liquid with the same density to 
reduce the effect of the gravity. 
 
In our study, we used three silicone oils with viscosity of 10, 100 and 1000 poise 
respectively, and two different drop sizes of 1 and 10 cm in diameter. Theory suggests 
that at the very initial stage of the coalescence the neck size rn should change as a function 
of time following a certain relation relating rn to the radius of the drops and to the 
viscosity and surface tension. In our experiment, we did observe that rn scales with the 
time constant thus defined. However, our preliminary results indicate that rn changes with 
time linearly for some circumstances. 







Presentations of new results from Fundamental Physics research 
 


Warren Nagourney 
University of Washington 


Seattle, WA 
 


An optical frequency standard based upon a single, laser-cooled indium ion is shown to 
have a potential absolute inaccuracy of one part in 1018. The current progress in 
constructing such a standard at the University of Washington will be presented. In 
addition, work is beginning on an optical frequency standard employing neutral ytterbium 
atoms trapped at the anti-nodes of an optical lattice. It will be shown that this approach 
can produce a standard with the extremely small systematic errors of single ions combined 
with a much greater signal-to-noise ratio due to the large number of atoms being interrogated. 
The current progress in ytterbium trapping will be presented together with the strategy 
we have chosen to construct an ytterbium frequency standard. 
 







Spatial distribution of competing ions around DNA in solution 
 


Lois Pollack 
Cornell University 


Applied & Engineering Physics 
Ithaca, NY  14853 


 
The competition of charged ions for proximity to negatively charged DNA has been 
studied with resonant x-ray scattering. The measured scattering profiles are in good 
agreement with calculations based on solutions of the Poisson-Boltzmann equation. These 
experiments aid in our understanding of the fundamental electrostatics of biological 
molecules. 
 







Search for Lorentz violation using K-3He co-magnetometer 
 


Michael Romalis 
Princeton University 
Princeton, NJ  08544 


 
We have developed a co-magnetometer consisting of overlapping ensembles of polarized 
3He and K atoms for tests of Lorentz violation and other precision measurements. In the 
device 3He atoms are polarized by spin-exchange with optically-pumped K atoms, and 
their spin precession is detected through their effect on the spins of K atoms. Using an 
appropriate combination of magnetic fields, the co-magnetometer response to small 
changes of external fields can be cancelled while preserving the sensitivity to an 
anomalous spin coupling that does not scale with the magnetic moments of the atoms. We 
have demonstrated suppression of external magnetic fields and first-order magnetic-field 
gradients by a factor of over 1000. The short term sensitivity of the co-magnetometer is 
determined by the performance of the spin-exchange-relaxation free (SERF) alkali-metal 
magnetometer and is equal to 2 fT/Hz1/2 at 1 Hz. Recently we have been focusing on long-
term stability of the co-magnetometer necessary for the Lorentz-violation search. We 
developed techniques for independently measuring various misalignment parameters and 
setting them to zero to suppress most spurious effects to second order. We are currently 
conducting long-term tests of the system and will present the results on the Allan 
variance. 











Status of the SUMO experiment 
 


John Lipa 
Stanford University, Physics Department 


Stanford, CA  94305 
 


We describe the present status of the SUMO experiment and consider some alternative 
flight scenarios. 







Theoretical Investigations of Near-Critical Superfluid Dynamics 
 


Peter Weichman 
ALPHATECH, Inc. 


6 New England Executive Park 
Burlington, MA  01803 


 
I will discuss recent as well as proposed research in the area of superfluid dynamics close 
to the lambda point, with special emphasis on nonequilibrium interface states in which a 
combination of gravity and applied heat current supports coexistence of superfluid and 
normal phases, with a well defined interface between them.  Various calculations aimed at 
understanding the steady state structure of these interfaces, as well as their near-steady- 
state dynamics under the influence of various external perturbations, such second sound 
and vibration, will be described.  I will also describe recent and planned investigations of 
the so-called self-organized critical (SOC) state, which supports a finite temperature 
gradient in the superfluid phase by generating a steady flux of vortex rings expanding 
across the direction of heat flow.  Of interest are the fluctuations and spatial correlations 
in this state, its associated nonequilibrium specific heat, and the effects of a superfluid-
SOC interface on the measurement of the heat capacity at constant heat current.  
Reference:  P. B. Weichman, A. W. Harter and D. L. Goodstein, Rev. Mod. Phys. Vol. 
73, pp. 1-16 (2001). 
 







Superfluid Transitions in Bosonic Atom-Molecule Mixtures Near 
Feshbach Resonance 


 
Peter Weichman 


ALPHATECH, Inc. 
6 New England Executive Park 


Burlington, MA  01803 
 


I will describe theoretical studies of bosonic atoms near a Feshbach resonance, where we 
predict that in addition to standard normal and atomic superfluid phases, the system 
generically exhibits a distinct phase of matter:  a molecular superfluid, where molecules 
are superfluid while atoms are not.  The zero- and finite-temperature properties of the 
molecular superfluid (a bosonic, strong coupling analog of a BCS superconductor), and the 
quantum and classical phase transitions between the normal, molecular superfluid and 
atomic superfluid states will be described.  Reference:  L. Radzihovsky, J. Park and P. B. 
Weichman http://xxx.arxiv.cornell.edu/abs/cond-mat/0312237 (Phys. Rev. Lett., in press, 
2004). 
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           Research on the Moon and Mars 
                by Bob Silberg, Raytheon 


 
 
 
Jack Sandweiss of Yale University discussed the search for particles of strange quark 
matter (SQM or “strangelets”), which are thought to be torn from neutron stars (which 
may actually be strange-quark stars) by the tidal forces of a binary.  While primarily an 
issue of basic science, he speculated that such material might be useful for spacecraft 
propulsion. 
 
Vigdor Teplitz of the Goddard Space Flight Center described the seismic search for 
strangelets.  A micron-size particle weighing about a ton would likely plow through the 
Earth virtually instantaneously, setting off a distinctive pattern of seismic signals.  A 
study of such patterns turned up a number of possible candidates.  He said the Moon 
would be a better detector, despite its smaller radius, because of the greatly reduced 
background noise. 
 
Ho Jung Paik of the University of Maryland discussed the merits of the Moon for a 
gravitational wave (GW) detection experiment.  GWs, he pointed out, can probe the 
universe from 10-35 seconds after the Big Bang, much earlier than light and neutrinos.  
The Moon offers low background noise and free vacuum. 
 
Robert Duncan of the University of New Mexico talked about studies of dynamical 
critical phenomena and complexity studies in 4He.  Acknowledging that this is 
fundamental research, he argued that since preparations are 90% complete, it would be a 
shame not to do the remaining 10% and get science results.  The study requires 
microgravity, and involves new advances in temperature control and mini-high-resolution 
thermometers. 
 
David Lee of Cornell University discussed the usefulness of 3He and the possibility of 
mining it on the Moon.  The substance is good for neutron detectors and shields, ultra-
low temperature IR bolometers, superfluid gyroscopes, atom interferometers, and medical 
imaging of the interior of the lung.  It would also be good for nuclear fusion generators.  
Though the data is not in hand, it might be more economical to import 3He from the 
Moon than to make it in reactors. 
 
Jens Grundlach of the University of Washington spoke about tests of the Equivalence 
Principle using an ultra-sensitive torsion balance.  He said that torsion balances are the 
most sensitive force sensors for macroscopic objects on the ground, and can provide a 
test bed for proposed experiments in space, such as comparing Moon material and Earth-
core material falling towards the Sun. 
 
Slava Turyshev of JPL discussed the Lunar Astronometric Test of Relativity (LATOR), 
which is described as a 21st-century version of the Michelson-Morley experiment, 
designed to search for the presence of a cosmologically evolved scalar field in the solar 
system.  It would test General Relativity to a part in 108 by measuring three sides of a 
light triangle, one side of which passes close to the Sun. 
 







Ken Nordtvedt of Northwest Analysis expanded on the LATOR theme by describing a 
configuration in which two sides of the triangle straddle the Sun, thereby reducing the 
precision needed in locating them with respect to the Sun. 
 



















                                     


From E. Farhi and R. L. Jaffe, Phys. Rev. D 30, 2379-90 (1984). 
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                      Strangelet Search with AMS


Signal is low Z/A: not consistent with any normal nucleus


AMS can measure rigity, velocity, and charge (Z) over a certain region and thus can measure a mass and Z/A
 
Over a larger region, where the charge measurement is saturated, and/or the rigidity is above some maximum, 
one can still tell that a track is not a normal mucleus.



































Baryon Value Stopping Line Volume of Moon to Stopping Line
50 138 5.01 E 19


100 52 1.89 E 19
1000 1.8 6.53 E 17
2000 0.63 2.29 E 17
3000 0.35 1.27 E 17
4000 0.23 8.35 E 16
5000 0.17 6.17 E 16


7 6.17 E 16
 
 
 
 
 
 


       Number of Strangelets Expected on the Surface of the Moon


Use the biggest one from the table above: 136 cm


 


ÃDensity in the top 138 cm (no./cc)                               Density per silicon (no./atom)


Baryon Value     Lower             Upper                             Lower                    Upper
 50            3.68 E 14 6.35 E 1 7.39 E-09 1.27 E-08


4.62 E-09
2.00 E-11
9.56 E-13
8.88 E-14
1.15 E-14
1.82 E-15 


100 9.75 E 13
1.83 E 10
8.34 E 07
1.08 E 06
2.40 E 04
7.58 E 02 


1000
2000
3000
4000
5000 


2.31 E 14
1.00 E 14
4.77 E 12
4.43 E 09
5.73 E 08
9.10 E 07  


1.95 E-09
3.67 E-13
1.67 E-15
2.16 E-17
4.81 E-19
1.52 E-20 







 
Seismic Search for Strange Quark Matter 


Vigdor Teplitz 
Goddard Space Flight Center 


 
Two decades ago, Witten suggested that the ground state of matter might be material of 
nuclear density made from up, down and strange quarks.  Since then, much effort has gone 
into exploring astrophysical and other implications of this possibility.  For example, 
neutron stars would almost certainly be strange quark stars; dark matter might be strange 
quark matter.  Searches for stable strange quark matter have been made in various mass 
ranges, with negative, but not conclusive results.  Recently, we [D. Anderson, E. Herrin, 
V. Teplitz, and I. Tibuleac, Bull. Seis. Soc. of Am. 93, 2363 (2003)] reported a positive 
result for passage through the Earth of a multi-ton "nugget" of nuclear density in a search 
of about a million seismic reports, to the U.S. Geological Survey for the years 1990-93, 
not associated with known Earthquakes.  I will present the evidence (timing of first 
signals to the 9 stations involved, first signal directions, and unique waveform 
characteristics) for our conclusion and discuss potential improvements that could be 
obtained from exploiting the seismologically quieter environments of the moon and Mars. 
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Gravitational wave detection on the Moon and the moons of Mars 
 


Ho Jung Paik and Krishna Yethadka Venkateswara 
Department of Physics, University of Maryland, College Park, MD 20742, USA 
 
Abstract.  The Moon and the moons of Mars should be extremely quiet seismically and could 
therefore become sensitive gravitational wave detectors, if instrumented properly.  Highly sensi-
tive displacement sensors could be deployed on these planetary bodies to monitor the motion in-
duced by gravitational waves.  A superconducting displacement sensor with a 10-kg test mass 
cooled to 2 K will have an intrinsic instrument noise of 10-16 m Hz-1/2.  These sensors could be 
tuned to the lowest two quadrupole modes of the body or operated as a wideband detector below 
its fundamental mode.  An interesting frequency range is 0.1 ~ 1 Hz, which will be missed by both 
the ground detectors on the Earth and LISA and would be the best window for searching for sto-
chastic background gravitational waves.  Phobos and Deimos have their lowest quadrupole modes 
at 0.2 ~ 0.3 Hz and could offer a sensitivity hmin ≤ 10-22 Hz-1/2 within their resonance peaks, which 
is within two orders of magnitude from the goal of the Big Bang Observer (BBO).  The lunar and 
Martian moon detectors would detect many interesting foreground sources in a new frequency 
window and could serve as a valuable precursor for BBO. 
 
PACS numbers: 04.80.Nn, 95.55.Ym 
 
 


1. Introduction 
 
Due to lack of plate tectonics and its spin locked to its revolution, the Moon is very quiet seismi-
cally.  Its total seismic energy release per year is estimated to be 109 times lower than the Earth 
(Goins et al 1981).  Moonquakes are driven mainly by tidal deformation due to the orbit eccen-
tricity (0.05) and occur within a few days from the perigee (Lammlein et al 1974).  With the ab-
sence of ocean waves and winds, the seismic noise level between moonquakes may be extremely 
low.  Conditions should be similar on the moons of Mars.  Of the two Martian moons, Deimos is 
especially interesting since it is farther out from Mars and its orbit eccentricity is only 0.003.  
This leads to an interesting possibility that the entire Moon and the moons of Mars could be in-
strumented as sensitive resonant-mass gravitational wave (GW) antennas.   


This is exactly what Weber attempted to do in his ill-fated Apollo 17 Lunar Surface Gra-
vimeter Experiment.  His gravimeter was designed to monitor free oscillations of the Moon, pos-
sibly induced by GWs from astrophysical sources.  In view of NASA’s new initiative of 
Moon/Mars exploration, it is timely to revisit the idea of using planetary bodies as GW detectors. 
 


2. Spherical antenna with superconducting displacement sensors 
 
Although Phobos and Deimos are highly irregular in shape, the Moon is nearly spherical.  A 
spherical antenna has the advantage of having a uniform cross section for all sky.  Further, the 
amplitudes of its five degenerate quadrupole modes can be combined to determine the four un-
knowns: source direction (θ, φ) and wave polarization (h+, h−), and the remaining degree of free-
dom can be used to discriminate against non-GW disturbances (Wagoner and Paik 1977).  Only 
quadrupole modes couple to spin-2 GWs.  The TIGA (truncated icosahedral gravitational-wave 
antenna) configuration of six radial transducers (see Figure 1) has been shown to preserve the 
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five-fold degeneracy and omni-directionality (Johnson and Merkowitz 1993).  We find that the 
same holds true for tangential transducers.  


A highly sensitive tangential, or horizontal, displacement sensor could be constructed by 
combining a magnetically levitated test mass with a superconducting inductive transducer (Paik 
1976).  Figure 2 shows a schematic of the superconducting displacement sensor.  The horizontal 
displacement of the levitated superconducting disk modulates the magnetic flux produced in each 
sensing coil, inducing a flux in the SQUID input coil proportional to the displacement.   


The power spectral density of its intrinsic instrument noise can be shown to be  
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where m, f0 = ω0/2π, and Q0 are the mass, resonance frequency, and quality factor of the test 
mass; β, η, and EA(f ) are the transducer energy coupling constant, amplifier coupling efficiency, 
and SQUID energy resolution; and f = ω/2π is the signal frequency, respectively.  With some-
what optimistic but feasible values of m = 10 kg, f0 = 0.3 Hz, T = 2 K, Q0 = 108, 2ηβ = 0.5, EA(f ) 
= 10−31 J Hz−1, we find Sx


1/2 (f ) ≈ 10−16 m Hz−1/2 at f = 0.3 Hz.  This displacement sensor would 
be 106 times more sensitive than the Apollo lunar seismometers (Lammlein et al 1974).   
 


3. Two modes of detector operation 
 
There are two ways of operating a planetary gravitational wave detector: (1) as a wideband de-
tector below its lowest mode, where the planetary body acts as a rigid platform, and (2) as a 
resonant detector, by tuning the displacement sensors to the fundamental (n = 1) or second har-
monic (n = 2) quadrupole mode (l = 2), which couple strongly with GWs (Lobo 1995).   


To obtain approximate sensitivities of the spherical detector in the two modes of operation, 
the detector response is approximated as that of a cylinder and the GW power spectral density is 
summed over the six displacement sensors with appropriate geometric factors.  The detector re-
sponse can be written as 
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where x and ξ are the displacement of the test mass and the planet’s surface, respectively, and R 
is the radius of the planet. 
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Figure 2.  Schematic of superconducting displacement sensor. 


 
Figure 1.  TIGA configuration. 
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 Below its fundamental frequency (f < f1), a planetary body will act as a rigid platform, which 
does not respond to GWs or the moonquakes: 0=== !!! &&& .  To maximize the sensitivity of the 
wideband detector, the test masses must be almost free (f0 < f).  The GW power spectral density 
summed over six sensors then becomes 
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It is interesting to compare the potential sensitivity of a wideband spherical detector with that of 
LISA.  The Moon has f1 ≈ 10−3 Hz.  If the displacement sensors are tuned to f0 = 10−4 Hz, the sen-
sor-noise-limited detector sensitivity becomes 2/118242/1 Hz 103)Hz/ 10()( !!!


"# ffSh  for f = 10−4 
~ 10−3 Hz.  This is comparable to the sensitivity of LISA.  Deimos, which is 270 times smaller in 
diameter than the Moon, will permit a wideband operation below f1 ≈ 0.3 Hz.  The sensitivity is 
again found to be comparable with LISA in the frequency band f = 0.1 ~ 0.3 Hz. 


Above the fundamental frequency (f > f1), the driving terms in Eq. (2) cancel except at the 
quadrupole mode frequencies ωn (Chen and Thorne 2004), where we obtain  
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The GW power spectral density summed over six sensors becomes 
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With Q1 ≈ 2000, as measured on the Moon, this leads to the sensor-noise-limited sensitivities for 
the Moon and Deimos: 2/1212/1 Hz 102)( !!


"#fSh at f = f1 = 10−3 Hz and 2/1202/1 Hz 103)( !!
"#fSh  


at f = f1 = 0.3 Hz, respectively.   
Figure 3 compares the sensitivi-


ties of the Moon and Deimos with 
those of LIGO, LISA, and BBO (Big 
Bang Observer).  Also shown in the 
figure are expected signals from 
foreground blackhole, neutron star, 
and white dwarf binaries, as well as 
the stochastic background from the 
Big Bang.  Deimos looks especially 
attractive because it will open a new 
frequency window between the 
ground detectors and LISA, and its 
sensitivity comes within two orders 
of magnitude from the goal of BBO, 
albeit within a very narrow band-
width (Phinney 2004).  Such a detec-
tor will detect many interesting fore-
ground sources and will serve as a 
valuable precursor to BBO. 


 
Figure 3.  Sensitivities of the Moon and Deimos compared 
with LIGO, LISA and BBO.  


Moon 
Deimos 
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4. Technology requirement 
 
A critical technology that needs to be developed to enable GW detection on the Moon or a Mar-
tian moon is a space-qualified “vibration-free” cryocooler for T ≤ 4 K.  Several types of closed-
cycle refrigerators are under development for applications in infrared astronomy missions.  The 
pulse-tube cryocooler operates at 55 K and is almost free of vibration (Ross et al 1998).  An ad-
ditional cooling stage could be added to this cooler to reach 4 K and below.  Another option of 
achieving vibration-free refrigeration is the reverse-Brayton cryocooler.  The crycoolers are 
power-hungry.  So it appears that RTGs (Radioisotope Thermal Generators) will be required to 
provide power continuously through the day-night cycle. 
 To obtain the projected sensitivity, the superconducting displacement sensor needs to be im-
proved in two fronts.  The high quality factor (Q ≈ 108) must be demonstrated in a magnetically 
levitated superconducting test mass.  For low-frequency operation (f < 0.1 Hz), it is desirable to 
upconvert the signal frequency to above the 1/f corner frequency of the SQUID.  An ac bridge 
transducer is under development to achieve this goal (Chui et al 2004). 
 In addition to the cryocooler vibration, there are numerous other sources of seismic noise: 
moonquakes, thermal quakes at sunrise (> 1 Hz, diurnal), meteorite impacts, and human activi-
ties.  The seismic noise is the most likely limiting error source, especially for experiments on the 
Moon. It is therefore important to develop a procedure to veto the seismic excitation by using the 
unique tensor nature of GW.  It is highly desirable to survey the seismic background of the 
moons with superconducting displacement sensors prior to a GW experiment. 


Gravity noise will arise from tidal deformation and thermal expansion of the ground and the 
apparatus.  However, these are not of concern since they will occur at extremely low frequencies, 
well outside the signal bandwidth.  The instrument could be buried in the regolith to reduce its 
temperature variation.  The levitated test masses will be electrically charged by cosmic rays.  
This will also occur at very low frequencies outside the signal bandwidth. 
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Self Organized Critical Phenomena Near the Superfluid Transition 
Robert Duncan 


University of New Mexico 
 
New phenomena have been observed on the self-organized heat transport state near the 
superfluid transition in helium-4, including a new temperature / entropy wave that travels 
only against the heat flux direction, and superfluid dissipation that is a factor of about ten 
times larger than conventional measurements when taken immediately prior to the 
formation of this self-organized state.  While extensive theoretical and experimental 
studies have been conducted, the underlying microscopic method that permits this 
fascinating state to form has yet to be confirmed experimentally. These self-organized 
heat transport measurements may be repeated robotically on the surface of the Moon or 
Mars in a relatively simple measurement apparatus.  Such measurements would provide a 
different gravitational field from that on the Earth, resulting in a different self-
organization.  This may help determine the underlying microscopic process that permits 
this self-organized state to form.  Other measurements of dynamical effects near the 
superfluid transition, similar to those planned originally as part of the DYNAMX, CQ, 
and CP experiments, may be performed as the spacecraft is weightless during the time it 
is in route to its destination. 
 







                              Lunar Helium 3 - Preliminary Prospectus
                                          D. M. Lee and J. D. Reppy
                                               Cornell University 
 
 
 
 
 
Introduction and Executive Summary 
 
 It has been known since the Moon landings that 3He was present in the top layer of the 
lunar surface (the regolith).  Estimates of 106 tons of 3He contained in the lunar regolith have 
been made on the basis of the gases evolved from lunar rocks that have been returned to the 
Earth.  Helium is a major component of the solar wind.  The gases trapped and stored in the 
regolith are mainly hydrogen (96%) and helium (4%).  The helium gas in rocks recovered from 
the Sea of Tranquility contains 1 part in 2600 3He.  These gases can be recovered from lunar 
soils and rocks by heating to about 600ºC.   
 
 We are interested in pursuing further studies of the gas content of rocks returned from the 
lunar regolith by our astronauts.  The purpose of these studies will be to increase our knowledge 
of the availability of 3He on the Moon and to develop the best procedures to extract 3He gas 
samples and to store them in the liquid state to facilitate their transfer back to the Earth.  For this 
purpose, it would be desirable if lunar samples from the regolith could be furnished by NASA 
for these studies.  The kinds of questions we would like to answer are as follows: 
 
1. What is the best temperature for extracting the gas?  Should the samples be crushed?   
2.  How well do the volatile solar wind gases (H2, 4He and 3He) diffuse through the lunar 


material for various temperatures? 
3. What are the best methods for collecting the gases? 
4. What are the best ways to determine the relative concentrations of H2, 4He and 3He? 
5. What are the best ways to separate and purify the 3He? 
6. What are the best ways to store the gases in the lunar environment?  What cryogenic 


facilities will be needed on the lunar surface? 
 
It should be relatively straightforward to set up laboratory experiments to answer questions 1 – 5 
if kilogram quantities of lunar regolith materials could be made available for study. 
 
 3He is present on the Moon’s surface in amounts typically between 10 and 30 parts per 
billion.  Taking the smaller figure (1 part in 108), we would have 10-8 kg or 10-5 grams in each kg 
of lunar material (3.3 x 10-6 moles).  If we take the molar volume of liquid 3He to be ~ 30 cm3, 
roughly 1 mm3 of liquid 3He can be extracted from 1 kg of lunar rock.   
 
 Questions 1 and 2 can be answered in relatively straightforward high-temperature 
experiments by studying the time required for gases to evolve from the lunar samples.  Mass 
spectrometric methods can be used to determine the gas content. 
 
 The best method for dealing with question 3 is to employ cryopumping to collect the H2, 
3He, and 4He in liquid form.  The relative concentrations can be determined by mass 
spectroscopy or, for the case of 3He and H2, by performing nuclear magnetic resonance 
experiments on the liquids.  Cryogenic separation of the gases (question 5) can be accomplished 
via selective distillation or via superleak methods.  Question 6 almost certainly requires a 
cryogenic solution and involves cryocoolers to be set up on the Moon’s surface. 
 
 More details are provided in the discussion to follow. 







Objectives and their value 
 
 3He is extremely rare on Earth.  It is produced artificially in nuclear reactors when 
neutrons in the reactor core collide with lithium nuclei.  The tritium produced in the ensuing 
nuclear reactions decays to 3He with a half-life of about 12.5 years.  Much of the tritium 
produced is employed as a component of thermonuclear weapons.  As time goes by, the tritium 
must be replenished and the 3He resulting from tritium decay is saved.   
 
 3He from the solar wind can also be found in the Earth’s atmosphere in very minute 
quantities.  Because the 3He is very light, it tends to escape from the Earth’s atmosphere, so that 
the steady state concentration of 3He corresponds to a balance between the solar wind input and 
the loss via escape into space.   
 
 In the case of the Moon, there is virtually no atmosphere, so the solar wind directly 
impacts the surface as it has done for several billion years.  Therefore, gases such as hydrogen 
and helium can become trapped and stored in the rocks and soils of the lunar regolith (the top 
few meters of the lunar surface).  The purpose of the planned program is to study the lunar soils 
and rocks to determine the concentration of 3He gas in the lunar regolith and to determine the 
feasibility of extracting the 3He and returning it to Earth.  Previous studies of lunar samples 
obtained by our astronauts have revealed relatively large concentrations of 3He.  In fact, by some 
estimates there are a million tons of 3He in the surface regolith of the Moon.  We believe that 
sophisticated robotics and sophisticated cryogenics will ultimately be required to carry out any 
large-scale mission to collect and return large samples of 3He.  Participation by astronauts may 
be required for some phases of such a project.   
 


There are two major applications for 3He being considered.  The first is the use of nuclear 
spin-polarized 3He gas in magnetic resonance imaging of the interior of the lungs.  Testing of this 
technique has been successful and large-scale clinical applications should be possible if 3He gas 
becomes readily available.  The second application is still many years away - the use of 3He in 
nuclear fusion reactors employing deuterium–3He and 3He–3He reactions.  Although considerable 
progress in fusion research has been made, a working fusion reactor is not yet operational.  The 
present emphasis is on inertial confinement (laser fusion) and magnetic confinement (tokomak).  
The initial stages involve the deuterium–tritium (D-T) reaction that has by far the lowest ignition 
temperature.  The main disadvantage of the D-T reaction is that most of the energy is emitted in 
the form of fast neutrons.  This energy must be converted into heat just as in a conventional 
fission reactor.  Furthermore, the neutrons can react with the containment vessel walls to produce 
dangerous radionuclides.  In the D-3He and the 3He – 3He reactions, a large fraction of the energy 
is in the form of the kinetic energy of fast charged particles that can be used to directly generate 
electricity.  Fusion reactors utilizing 3He are being developed by the fusion group (Gerald 
Kulcinski) at the University of Wisconsin.   


 
There are other possible applications.  For example, owing to the large reaction cross 


section for neutron-3He reactions, 3He can be used in neutron detectors and in neutron shielding.  
Finally, 3He is highly valued as an essential cryogenic fluid that is extremely useful for research 
at temperatures below 0.5 K ranging down to below 1 mK. 
 
 







 
How to do it 
 
 In the early twentieth century, a major source of 4He gas was the monazite sand deposits 
in India.  In fact, the first helium liquefier built by Heike Kammerling-Onnes in the first decade 
utilized helium extracted from monazite sands by heating the sand to 1000ºC.  It has been shown 
that lunar rocks contain various gases that can be extracted via heating to 600ºC.  The main lunar 
gaseous components are hydrogen (96%) and helium (4%), with trace amounts of other gases.  
Previous samples have shown that the lunar helium contains 1 part in 2600 3He, so the gases that 
evolve from the heating process should contain about 15 parts per million of 3He.   
 
 We envision an overall program that would involve three basic steps as follows:   


(1.)   Extraction and Collection  
(2.)   Purification and  
(3.)   Transport back to Earth.   


A large-scale program would require a major commitment by NASA.  University laboratories 
such as Cornell, and the Jet Propulsion Laboratory, should be involved to provide the research 
necessary to plan such a program.  These laboratories have employed 3He in their experiments 
for several decades, and the experience they possess with the required cryogenic techniques 
gives them insights into the problems and solutions that will arise from the harvesting processes. 
Focused engineering will be necessary to design and construct large-scale, reliable systems to 
achieve ultimate success.  Much of the exploration and processing will require the use of 
sophisticated robotics.  The JPL-Cornell group has made great strides in this direction with the 
highly successful operation of the Mars landers Spirit and Opportunity, in spite of a several-
minute delay for radio signals to propagate between the Earth and Mars.  The much shorter time 
delay for signals to reach the Moon (< 2 Sec.) allows essentially real-time processing and 
control.  Furthermore, manned missions can be utilized to service and monitor the equipment on 
the lunar surface. 
 
(a.) Extraction 
 
 Mining the Moon presents a formidable challenge that will most likely take many years 
to bring to fruition, but which will no doubt provide technological spin-offs for Earth-bound 
applications.  Since 3He is thought to be quite widely distributed on the lunar surface, the mining 
and extraction equipment must be mobile, so that as one area is mined out, the equipment can 
move on to more virgin areas.  Techniques for mining will involve heating the lunar rock and 
soil to 600ºC and then collecting the volatile gases associated with solar wind deposition.  It is 
not clear whether or not the rock and soil must first be crushed to assure optimum yield.   
 
 Collecting the gases may require cryopumping for best efficiency.  Possibly, 
precompression by turbopumps of the gases thermally evolved from the rock samples could 
reduce the size of pumping tubes into the cryogenic region for fast collection of the gas, further 
reducing the thermal load, already reduced by the low-temperature (as low as 40 Kelvins in some 
locations) environment.  Cooling of the cryopumps could be accomplished by pulse-tube 
cryocoolers such as those manufactured by Cryomech with no low temperature moving parts, 
and having service intervals of 20,000 hours (3 years) only for exchange of filters in the 
circulating helium lines.  (Currently these cryocoolers can handle loads of up to 1.5 watts).   







 
 Whereas some aspects of the automated mining procedure may seem daunting, the 
presence of solar power for the extraction of helium (especially for the heating of the rocks) is a 
plus.  The presence of a good vacuum at the lunar surface simplifies preloading of ore into the 
helium extraction chamber, and could possibly allow for dramatically lighter-weight walls for 
the separation chamber, the cryopumping, and the cryogenic storage of the liquefied 3He than 
would be possible to use on Earth, where such structures need to support an atmospheric pressure 
difference.  The good vacuum obviously helps with the problem of thermal insulation, as well. 
 
(b.)  Purification 
 
 The hydrogen (96%) and helium (4%) are the predominant volatile gases associated with 
solar wind deposition on the lunar surface.  Samples sent back from the Sea of Tranquility 
contain a fraction of one part 3He to 2600 parts of 4He, so only a small amount of 3He must be 
separated from the large amounts of 4He and hydrogen.  Schemes for such separation must be 
developed that also collect the valuable hydrogen and 4He.  Distillation procedures must be 
worked out.  
 
 The pressure-temperature (PT) diagram for H2, 4He and 3He are quite different, with 3He 
being the most volatile and H2 being the least volatile.  Other methods of separation to be 
considered are diffusion of hydrogen through a hot Pd leak or diffusion of helium through thin 
plastic membranes.  Separation of 3He from 4He can also be accomplished with the help of 
superleaks. 
 
 Some of these processes will need liquid helium, so reliable helium liquefiers and 
possibly hydrogen liquefiers must be developed.  The liquefiers may be based on the design of 
the above-described cryocoolers that, as mentioned, have no moving parts at low temperatures, 
thus improving their reliability.  Also, helium and hydrogen must be stored in liquid form, so that 
lightweight containers (dewars) can be utilized.  Storage as liquid would also facilitate (by 
reducing volume and mass) the return to the Earth.  We note here that any mechanical 
refrigerators should be emplaced to maximize thermodynamic efficiency, whenever possible, by 
taking advantage of the large temperature gradients existing on the Moon. The temperatures at 
the equatorial region vary from 100K (-173 C) to 400 K (127 C) from predawn to high noon. 
During the sunlit period, solar concentrators can supply the heating to evolve the gases, which 
are then held in large bladders. During the cold night, the cooling operations will be performed 
with considerable advantage in the cold environment, so the power requirements can be much 
reduced. Thus, the extraction processes will be timed to coincide with the lunar monthly cycle of 
light and darkness. 
 
(c.)  Transport 
 
 As mentioned above, light-weight dewars can be designed and constructed for use in 
these operations.  Such dewars would utilize the excellent vacuum (~10-13 torr) at the lunar 
surface for insulation, and would also employ layers of lightweight superinsulation to block 
heating by radiation.  Liquid 3He will be stored in an interior cylindrical tank and would be 
surrounded by an annular tank containing the abundant liquid 4He to provide thermal shielding.  
The vacuum of space could provide pumping on the liquid 4He vapor to maintain the temperature 
of the 3He below its liquefaction temperature (~3 K).  Valves must be provided to isolate the 







external environment from the dewar vacuum and pump-out tubes during re-entry into the 
Earth’s atmosphere. 
 
 Since helium is very light, relatively little energy would be required to attain lunar orbit.  
The lunar escape velocity is 2.4 km/s.  Liquid hydrogen-liquid oxygen fuel, also extracted from 
the regolith minerals, would give 5km/s and rail guns (solar power) could give 4 km/s final 
velocities (well above escape velocity).    
 


Clearly much work is necessary to refine concepts and to develop all the systems 
required.  Since thermonuclear reactors are still in the early stages of research and development, 
adequate time remains to work out most of the problems associated with mining and returning 
large quantities of 3He back to the Earth for use in fusion power reactors. Application to lung 
diagnosis procedures will proceed as the 3He gas becomes more readily available. 
 
 
Getting started 
 
 This section presents a basic outline to initiate a study and research program.   
 
(a.)  Literature Search 
 
 The first thing to do is to make a thorough search through NASA files and the open 
literature to determine in more detail what is known about 3He on the lunar surface.  The support 
by the NASA laboratories and the NASA repositories responsible for storage of materials 
recovered from the lunar surface will be needed. 
 
(b.)  Study Lunar Rock Samples 
 
 Further laboratory studies of lunar rock samples are definitely in order, since it is 
necessary to devise strategies for extraction of the volatile solar wind gases helium and 
hydrogen.  The concentration of the various gases in the lunar rocks and soils must be 
determined.  It is hoped that we can obtain lunar rock samples from NASA.  The kinds of 
questions that need to be answered by these experiments are the following: 
 
(i.)   Do the rock samples need to be crushed? 
(ii.) What is the optimum temperature for the most efficient extraction process?  
 
 In order to research (ii.), it might be useful to measure the diffusion rate of the various 
gases through the lunar rock and soil samples as a function of temperature.  It is equally 
important to understand the mechanism by which the gases are held in the lunar regolith for 
billions of years.  Why are these gases (especially non-reactive helium) trapped and stored so 
efficiently in the surface layers of the Moon?  The optimum extraction temperature is related to 
the nature of this storage process and to the diffusion rates of the gases out of the rocks.   
 
(iii.)  Why are certain locations (especially those with concentrated iron titanium oxide) better at 
storing the gases? 
  







 Hopefully, controlled laboratory experiments can be devised to explain the retention and 
storage in the more optimum locations.  Simulating the solar wind impinging on the lunar surface 
is expected to be very challenging, however, and would not be an immediate priority.  More 
thought needs to go into this aspect of the study. 
 
(c.)  Collection and Characterization of Gas Samples 
 
 Heating lunar rocks and soils in a good vacuum will result in the evolution of trapped 
gases. 4He concentrations up to 70 parts per million are found in the regolith derived from 
titanium-rich basalts.  One part in 2600 of this helium is 3He.  Concentrations of 3He and 4He in 
these ranges are easily detected by mass spectrometers such as those that have been employed in 
our labs as helium leak detectors for many years.  Some of this analysis has been done, but 
further lunar rock samples, if available, should be investigated for 3He and 4He content. 
 
 The second step in the initial study of lunar helium should be the collection of small bulk 
samples of helium obtained from the rock.  Selective cold-trapping and cryopumping should help 
to select out the large concentrations of H2, leaving samples composed mainly of 3He and 4He.  
These bulk gas samples can be condensed into a cell cooled to well below the normal (1-
atmosphere) boiling temperatures of 4He and 3He (4.2 K and 3.2 K, respectively).  Small samples 
of the bulk dilute helium mixture can be cooled to 4 mK in a dilution refrigerator and analyzed 
by nuclear magnetic resonance (NMR) at 270 Mhz in 9-Tesla magnetic fields.  For these 
conditions, very large NMR signals have been seen at Cornell in samples containing a few 
hundred parts per million 3He, so for high enough fields and low enough temperatures, this 
method should provide a good analytical tool for developing processing techniques. 
 
 To further purify the dilute 3He- 4He mixtures, a superleak method can be used that 
relies on the properties of superfluid 4He.  A superleak consists of a porous material with very 
small pores— typically finely ground jeweler’s rouge or porous vycor glass can be used.  The 
superfluid 4He will flow freely through a superleak, while the small 3He component is left 
behind.  In other words, the 3He is filtered out. 3He can also be purified by distillation methods.  
At Cornell we have had experience with both types of purification apparatus. 
 
 A small-scale pilot study is envisioned which can be scaled up and adapted to lunar 
conditions.  In this study, various schemes for extracting, collecting and concentrating 3He from 
lunar rocks and soils will be examined. 







Preparation for Space: Torsion Balance Fundamental Physics Experiments 
 


Jens Grundlach 
University of Washington 


 
We are developing ultra-sensitive torsion balances to perform tests of fundamental 
physics. Our ground-based investigations are either directly relevant to space-based 
experiments or are designed to test fundamental physics that could ultimately be tested 
with much higher precision using the environment of space.  In particular we have built a 
continuously rotating torsion balance apparatus to test the equivalence principle with 
unprecedented sensitivity. Our measurements share numerous experimental details with 
proposed equivalence principle tests using satellites (e.g. STEP). With another experiment 
we are augmenting the strong equivalence principle test that uses lunar laser-ranging to the 
mirrors installed on the moon by the Apollo program.  
 







Experimental Design for the LATOR Mission
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This paper discusses experimental design for the Laser Astrometric Test Of Relativity (LATOR)
mission. LATOR is designed to reach unprecedented accuracy of 1 part in 108 in measuring the
curvature of the solar gravitational field as given by the value of the key Eddington post-Newtonian
parameter γ. This mission will demonstrate the accuracy needed to measure effects of the next post-
Newtonian order (∝ G2) of light deflection resulting from gravity’s intrinsic non-linearity. LATOR
will provide the first precise measurement of the solar quadrupole moment parameter, J2, and
will improve determination of a variety of relativistic effects including Lense-Thirring precession.
The mission will benefit from the recent progress in the optical communication technologies – the
immediate and natural step above the standard radio-metric techniques. The key element of LATOR
is a geometric redundancy provided by the laser ranging and long-baseline optical interferometry.
We discuss the mission and optical designs, as well as the expected performance of this proposed
mission. LATOR will lead to very robust advances in the tests of Fundamental physics: this mission
could discover a violation or extension of general relativity, or reveal the presence of an additional
long range interaction in the physical law. There are no analogs to the LATOR experiment; it is
unique and is a natural culmination of solar system gravity experiments.


PACS numbers: 04.80.-y, 95.10.Eg, 95.55.Pe


I. INTRODUCTION


After almost ninety years since general relativity was
born, Einstein’s theory has survived every test. Such a
longevity, along with the absence of any adjustable pa-
rameters, does not mean that this theory is absolutely
correct, but it serves to motivate more accurate tests to
determine the level of accuracy at which it is violated.
Einstein’s general theory of relativity (GR) began with
its empirical success in 1915 by explaining the anoma-
lous perihelion precession of Mercury’s orbit, using no ad-
justable theoretical parameters. Shortly thereafter, Ed-
dington’s 1919 observations of star lines-of-sight during
a solar eclipse confirmed the doubling of the deflection
angles predicted by GR as compared to Newtonian-like
and Equivalence Principle arguments. This conformation
made the general theory of relativity an instant success.


From these beginnings, the general theory of relativ-
ity has been verified at ever higher accuracy. Thus, mi-
crowave ranging to the Viking Lander on Mars yielded
accuracy ∼0.2% in the tests of GR [1–3]. Spacecraft
and planetary radar observations reached an accuracy of
∼0.15% [4]. The astrometric observations of quasars on
the solar background performed with Very-Long Baseline
Interferometry (VLBI) improved the accuracy of the tests
of gravity to ∼0.045% [5–7]. Lunar laser ranging, a con-
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tinuing legacy of the Apollo program, provided ∼0.011%
verification of GR via precision measurements of the lu-
nar orbit [8–14]. Finally, the recent experiments with the
Cassini spacecraft improved the accuracy of the tests to
∼0.0023% [15]. As a result general relativity became the
standard theory of gravity when astrometry and space-
craft navigation are concerned.


However, the tensor-scalar theories of gravity, where
the usual general relativity tensor field coexists with one
or several long-range scalar fields, are believed to be the
most promising extension of the theoretical foundation
of modern gravitational theory. The superstring, many-
dimensional Kaluza-Klein, and inflationary cosmology
theories have revived interest in the so-called ‘dilaton
fields’, i.e. neutral scalar fields whose background val-
ues determine the strength of the coupling constants in
the effective four-dimensional theory. The importance of
such theories is that they provide a possible route to the
quantization of gravity and unification of physical law.


Recent theoretical findings suggest that the present
agreement between Einstein’s theory and experiment
might be naturally compatible with the existence of a
scalar contribution to gravity. In particular, Damour
and Nordtvedt [16] (see also [17] for non-metric versions
of this mechanism and [18] for the recent summary of a
dilaton-runaway scenario) have found that a scalar-tensor
theory of gravity may contain a ‘built-in’ cosmological at-
tractor mechanism towards GR. A possible scenario for
cosmological evolution of the scalar field was given in
[11, 16]. Their speculation assumes that the parameter
1
2(1 − γ) was of order of 1 in the early universe, at the
time of inflation, and has evolved to be close to, but not
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exactly equal to, zero at the present time. In fact, the
analyzes discussed above not only motivate new searches
for very small deviations of relativistic gravity in the so-
lar system, they also predict that such deviations are
currently present in the range from 10−5 to ∼ 5 × 10−8


of the post-Newtonian effects. This would require mea-
surement of the effects of the next post-Newtonian order
(∝ G2) of light deflection resulting from gravity’s intrin-
sic non-linearity. An ability to measure the first order
light deflection term at the accuracy comparable with
the effects of the second order is of the utmost impor-
tance for the gravitational theory and is the challenge
for the 21st century fundamental physics.


The Eddington parameter γ, whose value in general
relativity is unity, is perhaps the most fundamental PPN
parameter, in that (1 − γ) is a measure, for example, of
the fractional strength of the scalar gravity interaction in
scalar-tensor theories of gravity [19]. Within perturba-
tion theory for such theories, all other PPN parameters
to all relativistic orders collapse to their general relativis-
tic values in proportion to (1− γ). This is why measure-
ment of the first order light deflection effect at the level of
accuracy comparable with the second-order contribution
would provide the crucial information separating alter-
native scalar-tensor theories of gravity from GR [20] and
also to probe possible ways for gravity quantization and
to test modern theories of cosmological evolution [16–18].


The LATOR mission is designed to directly address
the issue above with an unprecedented accuracy [21]. The
test will be performed in the solar gravity field using opti-
cal interferometry between two micro-spacecraft. Precise
measurements of the angular position of the spacecraft
will be made using a fiber coupled multi-chanelled optical
interferometer on the ISS with a 100 m baseline. The pri-
mary objective of the LATOR mission will be to measure
the gravitational deflection of light by the solar gravity
to accuracy of 0.1 picoradians (prad) (∼ 0.02 µas), which
corresponds to ∼10 picometers (pm) on a 100 m inter-
ferometric baseline.


A combination of laser ranging among the spacecraft
and direct interferometric measurements will allow LA-
TOR to measure deflection of light in the solar gravity by
a factor of more than 3,000 better than had recently been
accomplished with the Cassini spacecraft. In particular,
this mission will not only measure the key PPN param-
eter γ to unprecedented levels of accuracy of one part in
108. As a result, this experiment will measure values of
other PPN parameters such as parameter δ to 1 part in
103 and discussion thereafter), the solar quadrupole mo-
ment parameter J2 to 1 part in 20, and the frame drag-
ging effects on light due to the solar angular momentum
to precision of 1 parts in 102.


The LATOR mission technologically is a very sound
concept; all technologies that are needed for its success
have been already demonstrated as a part of the JPL’s
Space Interferometry Mission (SIM) development. Tech-
nology that has become available in the last several years
such as low cost microspacecraft, medium power highly


efficient solid state and fiber lasers, and the development
of long range interferometric techniques make possible an
unprecedented factor of 3,000 improvement in this test of
general relativity possible. This mission is unique and is
the natural next step in solar system gravity experiments
which fully exploits modern technologies.


This paper organized as follows: Section II provides
the overview for the LATOR experiment including the
preliminary mission design. In Section III we discuss the
current design for the LATOR flight system. In Section
IV we will discuss the expected performance for the LA-
TOR instrument. Section V discusses the next steps that
will taken in the development of the LATOR mission.


II. OVERVIEW OF LATOR


The LATOR experiment uses laser interferometry be-
tween two micro-spacecraft whose lines of sight pass close
by the Sun to accurately measure deflection of light in the
solar gravity [21]. Another component of the experimen-
tal design is a long-baseline stellar optical interferometer
placed on the ISS. Figure 1 shows the general concept
for the LATOR missions including the mission-related
geometry, experiment details and required accuracies.


We shall now discuss the LATOR mission in detail.


A. Mission Design


As evident from Figure 1, the key element of the LA-
TOR experiment is a redundant geometry optical truss to
measure the departure from Euclidean geometry caused
by gravity. Two spacecraft are injected into a heliocentric
solar orbit on the opposite side of the Sun from the Earth.
The triangle in figure has three independent quantities
but three arms are monitored with laser metrology. In
particular, each spacecraft equipped with a laser ranging
system that enable a measurement of the arms of the tri-
angle formed by the two spacecraft and the ISS. Accord-
ing to Euclidean rules this determines a specific angle at
the interferometer; LATOR can directly measure this an-
gle directly. In particular, the laser beams transmitted by
each spacecraft are detected by a long baseline (∼ 100 m)
optical interferometer on the ISS. The actual angle mea-
sured at interferometer is compared to angle calculated
using Euclidean rules and three side measurements; the
difference is the non-Euclidean deflection signal [which
varies in time during spacecraft passages] which contains
the scientific information. Therefore, the uniqueness of
this mission comes with its built-in geometrically redun-
dant architecture that enables LATOR to measure the
departure from Euclidean geometry caused by the so-
lar gravity field to a very high accuracy. The accurate
measurement of this departure constitutes the primary
mission objective.


To enable the primary objective, LATOR will place
two spacecraft into a heliocentric orbit so that observa-
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FIG. 1: The overall geometry of the LATOR experiment.


tions may be made when the spacecraft are behind the
Sun as viewed from the ISS. The two spacecraft are to be
separated by about 1◦, as viewed from the ISS [22, 23].
With the help of the JPL Advanced Project Design Team
(Team X), we recently conducted a detailed mission de-
sign studies [24]. In particular, we analyzed various tra-
jectory options for the deep-space flight segment of LA-
TOR, using both Orbit Determination Program (ODP)
and Satellite Orbit Analysis Program (SOAP) – the two
standard JPL navigation software packages.


An orbit with a 3:2 resonance with the Earth was found
to uniquely satisfy the LATOR orbital requirements [24].
(The 3:2 resonance occurs when the Earth does 3 revo-
lutions around the Sun while the spacecraft does exactly
2 revolutions of a 1.5 year orbit. The exact period of
the orbit may vary slightly (<1%) from a 3:2 resonance
depending on the time of launch.) For this orbit, in 13
months after the launch, the spacecraft are within ∼ 10◦
of the Sun with first occultation occuring in 15 months
after launch [21]. At this point, LATOR is orbiting at a
slower speed than the Earth, but as LATOR approaches
its perihelion, its motion in the sky begins to reverse and
the spacecraft is again occulted by the Sun 18 months
after launch. As the spacecraft slows down and moves
out toward aphelion, its motion in the sky reverses again
and it is occulted by the Sun for the third and final time


21 months after launch.


The 3:2 Earth resonant orbit provides an almost ideal
trajectory for the LATOR mission, specifically i) it im-
poses no restrictions on the time of launch; ii) with a
small propulsion maneuver after launch, it places the
two LATOR spacecraft at the distance of less then 3.5◦
(or ∼ 14 R�) for the entire duration of the experiment
(or ∼8 months); iii) it provides three solar conjunctions
even during the nominal mission lifetime of 22 months,
all within 7 month period; iv) at a cost of an extra ma-
neuver, it offers a possibility of achieving small orbital
inclinations (to enable measurements at different solar
latitudes), and, finally, v) it offers a very slow change
in the Sun-Earth-Probe (SEP) angle of about ∼ R� in
4 days. As such, this orbit represents a very attractive
choice for LATOR.


We intend to further study this 3:2 Earth resonant tra-
jectory as the baseline option for the mission. In particu-
lar, there is an option to have the two spacecraft move in
opposite directions during the solar conjunctions. This
option will increase the amount of ∆v LATOR should
carry on-board, but it significantly reduces the experi-
ment’s dependence on the accuracy of determination of
the solar impact parameter. This particular option is
currently being investigated and results will be reported
elsewhere.
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We shall now consider the basic elements of the LA-
TOR optical design.


B. Optical Design


A single aperture of the interferometer on the ISS con-
sists of three 20 cm diameter telescopes (see Figure 2 for
a conceptual design). One of the telescopes with a very
narrow bandwidth laser line filter in front and with an
InGAs camera at its focal plane, sensitive to the 1.3 µm
laser light, serves as the acquisition telescope to locate
the spacecraft near the Sun.


The second telescope emits the directing beacon to the
spacecraft. Both spacecraft are served out of one tele-
scope by a pair of piezo controlled mirrors placed on the
focal plane. The properly collimated laser light (∼10W)
is injected into the telescope focal plane and deflected in
the right direction by the piezo-actuated mirrors.


The third telescope is the laser light tracking interfer-
ometer input aperture which can track both spacecraft at
the same time. To eliminate beam walk on the critical el-
ements of this telescope, two piezo-electric X-Y-Z stages
are used to move two single-mode fiber tips on a spheri-
cal surface while maintaining focus and beam position on
the fibers and other optics. Dithering at a few Hz is used
to make the alignment to the fibers and the subsequent
tracking of the two spacecraft completely automatic. The
interferometric tracking telescopes are coupled together
by a network of single-mode fibers whose relative length
changes are measured internally by a heterodyne metrol-
ogy system to an accuracy of less than 10 pm.


The spacecraft are identical in construction and con-
tain a relatively high powered (1 W), stable (2 MHz per
hour ∼ 500 Hz per second), small cavity fiber-amplified
laser at 1.3 µm. Three quarters of the power of this
laser is pointed to the Earth through a 20 cm aperture
telescope and its phase is tracked by the interferometer.
With the available power and the beam divergence, there
are enough photons to track the slowly drifting phase of
the laser light. The remaining part of the laser power
is diverted to another telescope, which points towards
the other spacecraft. In addition to the two transmitting
telescopes, each spacecraft has two receiving telescopes.
The receiving telescope on the ISS, which points towards
the area near the Sun, has laser line filters and a sim-
ple knife-edge coronagraph to suppress the Sun light to
1 part in 104 of the light level of the light received from
the space station. The receiving telescope that points to
the other spacecraft is free of the Sun light filter and the
coronagraph.


In addition to the four telescopes they carry, the space-
craft also carry a tiny (2.5 cm) telescope with a CCD
camera. This telescope is used to initially point the
spacecraft directly towards the Sun so that their signal
may be seen at the space station. One more of these
small telescopes may also be installed at right angles to
the first one to determine the spacecraft attitude using


known, bright stars. The receiving telescope looking to-
wards the other spacecraft may be used for this purpose
part of the time, reducing hardware complexity. Star
trackers with this construction have been demonstrated
many years ago and they are readily available. A small
RF transponder with an omni-directional antenna is also
included in the instrument package to track the space-
craft while they are on their way to assume the orbital
position needed for the experiment.


The LATOR experiment has a number of advantages
over techniques which use radio waves to measure grav-
itational light deflection. Advances in optical commu-
nications technology, allow low bandwidth telecommuni-
cations with the LATOR spacecraft without having to
deploy high gain radio antennae needed to communicate
through the solar corona. The use of the monochromatic
light enables the observation of the spacecraft almost at
the limb of the Sun, as seen from the ISS. The use of nar-
rowband filters, coronagraph optics and heterodyne de-
tection will suppress background light to a level where the
solar background is no longer the dominant noise source.
In addition, the short wavelength allows much more ef-
ficient links with smaller apertures, thereby eliminating
the need for a deployable antenna. Finally, the use of the
ISS will allow conducting the test above the Earth’s at-
mosphere – the major source of astrometric noise for any
ground based interferometer. This fact justifies LATOR
as a space mission.


C. LATOR Interferometry


In this section, we describe how angle measurements
are made using the LATOR ground based interferome-
ter. Since the spacecraft are monochromatic sources, the
interferometer can efficiently use heterodyne detection to
measure the phase of the incoming signal. The next
section provides a simplified explanation of heterodyne
interferometry for LATOR interferometer. This section
also describes the use of ISS’s orbit to resolve the fringe
ambiguity that arises from using monochromatic signals.


1. Heterodyne Interferometry


Figures 3-5 show a simplified schematic of now angles
are measured using a heterodyne interferometer. In Fig.
3, two siderostats are pointed at a target Two fiducials,
shown as corner cubes, define the end points of the inter-
ferometer baseline . The light from each of the two arms
is interfered with stable local oscillators (LOs) and the
phase difference recorded. If the LOs in each arm were
phase locked, the angles of the target with respect to the
baseline normal is


θ = arcsin[
(2πn + φ1 − φ2)λ


2πb
] (1)


where λ is the wavelength of the downlink laser, n is
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FIG. 2: Basic elements of the LATOR optical design. The laser light (together with the solar background) is going through
a full aperture (∼ 20cm) narrow band-pass filter with ∼ 10−4 suppression properties. The remaining light illuminates the
baseline metrology corner cube and falls onto a steering flat mirror where it is reflected to an off-axis telescope with no central
obscuration (needed for metrology). It is then enters the solar coronograph compressor by first going through a 1/2 plane focal
plane occulter and then coming to a Lyot stop. At the Lyot stop, the background solar light is reduced by a factor of 106. The
combination of a narrow band-pass filter and coronograph enables the solar luminosity reduction from V = −26 to V = 4 (as
measured at the ISS), thus, enabling the LATOR precision observations.


an unknown integer arising from the fringe ambiguity
and b is the baseline length. In order to resolve this
ambiguity multiple baselines were used in the previous
mission design. This is discussed in greater detail in [23].
In reality, it is difficult to phase lock the two LOs over the
long baseline lengths. Figure 4 shows how a single LO
can be used and transmitted to both siderostats using
a single mode fiber. In this configuration, a metrology
system is used to monitor changes in the path length as
seen by the LO as it propagates through the fiber. The
metrology system measures the distance from one beam
sputter to the other. In this case, the angle is given by


θ = arcsin[
(2πn + φ1 − φ2 + m1)λ


2πb
] (2)


where ml is the phase variations introduced by changes in
the optical path of the fiber as measured by the metrology
system.


Now consider the angle measurement between two
spacecraft (Fig. 5). In this case the phase variations due
to changes in the path through the fiber are common to


both spacecraft. The differential angle is


θ = arcsin
[ (2π(n1 − n2) + (m1 − m2))λ


2πb
+


+
((φ11 − φ12) − (φ21 − φ22))λ


2πb


]
(3)


Since the spacecraft are monochromatic sources, the in-
terferometer can efficiently use heterodyne detection to
measure the phase of the incoming signal. Note that
because this is a differential measurement, it is indepen-
dent of the any changes in the fiber length. In reality,
the interferometer will have optical paths that are dif-
ferent between the two spacecraft signal paths. These
paths that must be monitored accurately with a metrol-
ogy system to correct for phase changes in the optical
system due to thermal variations. However, this metrol-
ogy must only measure path lengths in each ground sta-
tion and not along the entire length of the fiber. A more
detailed design for the LATOR interferometer is given in
Sec. III B.
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FIG. 3: Heterodyne interferometry on 1 spacecraft with phase
locked local oscillator.


FIG. 4: Fiber-linked heterodyne interferometry and fiber
metrology system.


FIG. 5: Heterodyne interferometry on 2 spacecraft.


2. Resolving the Fringe Ambiguity


The use of multiple interferometers is a standard solu-
tion to resolve the fringe ambiguity resulting from the
interferometric detection of monochromatic light [21].
The current LATOR mission proposal is immune for the
fringe ambiguity problem as the orbit of the ISS pro-
vides enough variability (at least ∼ 30%) in the baseline
projection. This variablity enables one to take multiple
measurements during one orbit, in order to uniquely re-


solve the baseline orientation for each ISS orbit, making
the fringe ambiguity not a problem for LATOR.


III. LATOR FLIGHT SYSTEM


The LATOR flight system consists of two major com-
ponents – the deep-space component that will be used to
transmit and receive the laser signals needed to make the
science measurements and the interferometer on the ISS
that will be used to interferometrically measure the angle
between the two spacecraft and to transmit and receive
the laser ranging signal to each of the spacecraft.


In this Section we will discuss the design of these com-
ponents in more details.


A. LATOR Spacecraft


There are two LATOR spacecraft in the deep-space
component of the mission which will be used to transmit
and receive the laser signals needed to make the science
measurements. Figure 6 shows a schematic of the flight
system without the solar cell array. The flight system is
subdivided into the instrument payload and the space-
craft bus. The instrument includes the laser ranging and
communications hardware and is described in more detail
in the following section. The spacecraft contains the re-
mainder of the flight hardware which includes solar cells,
attitude control, and the spacecraft structure.


FIG. 6: LATOR spacecraft concept.


The LATOR spacecraft, like most spacecraft, will be
composed of the following subsystems: thermal, struc-
tural, attitude control (ACS), power, command and data
handling, telecommunications, and propulsion, in partic-
ular:


• Thermal: The basic thermal design will similar to
that of the SA-200B, with modifications to account
for the variation in range. This design uses basi-
cally passive thermal control elements with electric
heaters/thermostats. The thermal control flight
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FIG. 7: A typical Spectrum Astro SA-200S/B bus. With
minor modifications this configuration may be adopted for
the deep-space component of the LATOR mission.


elements are multilayer insulation (MLI), thermal
surfaces, thermal conduction control, and sensors.
The active elements are minimized and will be only
electric heaters/thermostats. To minimize heater
power thermal louvers may be used. The current
design assumes that spacecraft uses passive ther-
mal control with heaters/thermostats because it is
basically designed for Earth orbit.


• Structural: The current best estimate (CBE) for
the total dry mass is 115kg including a set of re-
quired modifications to the standard SA-200B bus
(i.e. a small propulsion system, a 0.5m HGA for
deep-space telecom, etc.) The design calls for
launching the two spacecraft side-by-side on a cus-
tom carrier structure as they should easily fit into
the fairing (for instance, Delta II 2425-9.5). The to-
tal launch mass for the two spacecraft will be 552
kg. This estimate may be further reduced, given


more time to develop a point design.


• Attitude Control: An attitude control system
may be required to have pointing accuracy of 6
µrad and a pointing knowledge of 3 µrad. This
may be achieved using a star tracker and sun sensor
combination to determine attitude together with
reaction wheels (RW) to control attitude. Cold-gas
jets may be used to desaturate RWs. A Spectrum
Astro SA-200B 3-axis stabilized bus with RWs for
fine pointing and thrusters for RW desaturation is
a good platform [24]. For the current experiment
design it is sufficient to utilize a pointing architec-
ture with the following performance (3 sigma, per
axis): control 6 µrad; knowledge 3 µrad; stability
0.1 µrad/sec. The SA-200B readily accommodates
these requirements.


• Power Subsystem: The flight system will require
∼50 W of power. This may be supplied by a 1
square meter GaAs solar cell array. To maintain a
constant attitude with respect to the Sun, the solar
cells must be deployed away from the body of the
spacecraft. This will allow the cells to radiate away
its heat to maintain the cells within their operating
temperature range.


• Telecommunications: The telecommunications
subsystem will be a hybrid which will utilize the op-
tical communications capability of the instrument
as the primary means of transmitting and receiv-
ing commands and data. In addition, a small low
gain antenna for low data rate radio communica-
tions will be used for emergency purposes. This
system will use a 15 W transmitter and 10 dB gain
antenna. Using X band this system can operate
with a 5 bit per second (bps) data rate. The design
calls for an SDST X-Band transponder, operating
at 15 W X-Band SSPA, a 0.5m HGA, two X-Band
LGAs pointed opposite each other, a duplexer, two
switches and coax cabling.


• Propulsion: The propulsion subsystem for SA-
200S bus will be used as is. This will ensure a
minimal amount of engineering required. System is
a blowdown monopropellant system with eight 5N
thrusters, two 32 cm tanks all with 22kg propellant
capacity. The system exists and was tested in may
applications.


B. Interferometer on the ISS


The LATOR ground station is used to interferometri-
cally measure the angle between the two spacecraft and
to transmit and receive the laser ranging signal to each
of the spacecraft. A block diagram of the laser ground
station is shown in Fig. 8 and is described in more de-
tail below. The station on the ISS is composed of a two
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laser beacon stations which perform communications and
laser ranging to the spacecraft and two interferometer
stations which collect the downlink signal for the astro-
metric measurement. In addition the station uses a fiber
optic link to transmit the common local oscillator to the
interferometer stations.


FIG. 8: LATOR station block diagram.


Laser Beacon Station


The laser beacon stations provide the uplink signals
to the LATOR spacecraft and detect their downlink sig-
nals. The transmitter laser signal is modulated for laser
ranging and to provide optical communications. Sepa-
rate transmitters are used for each spacecraft each using
a 1 W laser frequency doubled Nd:Yad laser at 532 nm as
the source for each laser beacon. The laser beam is ex-
panded to a diameter of 0.2 meter and is directed toward
the spacecraft using a siderostat mirror. Fine pointing
is accomplished with a fast steering mirror in the optical
train.


During initial acquisition, the optical system of the
laser beacon is modified to produce a team with a 30
arcsec divergence. This angular spread is necessary to
guarantee a link with the spacecraft, albeit a weak one,
in the presence of pointing uncertainties. After the ac-
quisition sequence is complete, the beam is narrowed to
a diffraction limited beam, thereby increasing the signal
strength.


The downlink laser signal at 1.3 µm, is detected using
a 12×12 (10×10 arcsec) array of Germanium detectors.
In order to suppress the solar background, the signal is
heterodyned with a local oscillator and detected within a
narrow 5 kHz bandwidth. In the initial acquisition mode,
the detection system searches over a 300 MHz bandwidth
and uses a spiral search over a 30 arcsec angular field to
find the downlink signal. Upon acquisition, the search
bandwidth is decreased to 5 kHz and a quad-cell subarray


is used to point the siderostat and fast steering mirrors
of the beacon.


Interferometer Stations


The interferometer stations collect the laser signal from
both spacecraft to perform the heterodyne measurements
needed for the interferometric angle measurement. There
are a total of five receivers to make the four angular mea-
surements needed to resolve fringe ambiguity.


The detection and tracking system is basically similar
to the receiver arm of the laser beacon described in the
previous section. Light is collected by a 0.2 meter sidero-
stat mirror and compressed with a telescope to a man-
ageable beam size. The light from each of the spacecraft
is separated using a dual feed optical system as shown in
Fig. 10. A fast steering mirror is used for high bandwidth
pointing of the receiver. Each spacecraft signal is inter-
fered with a local oscillator and the phase measurement
time tagged and recorded. A 6 × 6 Ge array (5 × 5 arc-
sec FOV) is used to provide heterodyne acquisition and
tracking of the LATOR spacecraft.


FIG. 9: Receiver on the ISS.


FIG. 10: Dual feed optical system.
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ISS-Based Interferometer


Figure 11 shows a schematic of the ISS-based fiber in-
terferometer used to perform the angular measurement
between the spacecraft. A detailed description of how
this interferometer makes its measurement is presented
in Section II C. The interferometer includes tie hetero-
dyne detection of the downlink signals which have been
described in the previous section. The local oscillator
(LO) is generated in one of the ground station receivers
and is frequency locked to the laser signal from one of
the spacecraft. The LO is then broadcast to the other
station on the ISS through a 100 m single mode polar-
ization preserving fiber. The heterodyne signals from all
the stations (2 stations, 2 signals each) are recorded and
time tagged.


Figure 11 also shows two metrology systems used in
the interferometer. The first metrology system measures
the difference in optical path between the two laser signal
paths and is essential to proper processing of the hetero-
dyne data. The second metrology system measures the
changes in the optical path through the fiber. This mea-
surement monitors the length of the fiber and is used in
the post processing of the interferometer data. The in-
ternal path metrology system, shown in the figure, mea-
sures the paths from corner cube on the siderostat mirror
(shown as two, really only one) to the metrology beam
sputter. It is essential that the laser metrology system
be boresighted to the laser signal path so the correct dis-
tance is measured. A Michelson interferometer with a
frequency shift in one arm measure changes in the length
of each signal path. Both spacecraft signal paths are mea-
sured simultaneously. This is accomplished by using an
electro-optic cell and modulating each beam at a different
frequency. A He-Ne laser is used as the light source for
this metrology system. Filters at the output of the detec-
tor are then used to separate the signals corresponding
to each metrology beam.


The fiber metrology system measures changes in the
optical path through the fiber. This system uses local
oscillator signal in a Michelson configuration. Figure 12
shows the correspondence between a standard Michelson
interferometer and the fiber metrology system. The two
X couplers serve as the beam splitters. Reflectors at the
ends of the fiber couplers serve as the reference and signal
mirrors. One of these reflectors is dithered to frequency
shift the output signal. The phase measurement at the
detector measures changes in the path length between
points X1 and X2, if Ml-X1 and M2-X2 are held con-
stant. This is accomplished by placing the X couplers
and mirrors at each end of the fiber on a single thermally
stable optical breadboard.


The interferometer will be formed by the two opti-
cal transponder assemblies with dimensions of approxi-
mately 0.6 m × 0.6 m × 0.6 m for each assembly (Fig. 13).
The mass of each telescope assembly will be about 120
kg. The location of these packages on the ISS and their
integration with the ISS’s power, communication and at-


titude control system are given below:


• Two LATOR transponders will be physically lo-
cated and integrated with the ISS infrastructure.
The location will enable the straight-line separa-
tion between the two transponders of ∼100 m and
will provide a clear line-of-site (LOS) path between
the two transponders during the observation pe-
riods. Both transponder packages will have clear
LOS to their corresponding heliocentric spacecraft
during pre-defined measurement periods.


• The transponders will be physically located on the
ISS structure to maximize the inherent ISS sun-
tracking capability. The transponders will need to
point towards the Sun during each observing pe-
riod. By locating these payloads on the ISS out-
board truss segments (P6 and S6 outwards), a lim-
ited degree of automatic sun-tracking capability is
afforded by the alpha-gimbals on the ISS.


• The minimum unobstructed LOS time duration
between each transponder on the ISS and the
transponders and their respective spacecraft will be
58 minutes per the 92 min orbit of the ISS.


• The pointing error of each transponder to its corre-
sponding spacecraft will be no greater than 1 µrad
for control, 1 µrad for knowledge, with a stabil-
ity of 0.1 µrad/sec, provided by combination of the
standard GPS link available on the ISS and µ-g
accelerometers.


C. LATOR Instrument


The LATOR instrument is used to perform laser rang-
ing between the two spacecraft; it is also used (the sec-
ond set) for laser ranging and optical communications
between the spacecraft and the ISS. Figure 14 shows a
block diagram of the instrument subsystems which are
describe in more detail below.


• ISS-SC Receiver/Transmitter: The ISS/SC re-
ceiver performs the acquisition, tracking, and de-
tection of the signals from the ISS (Figure 15). This
uplinked signal will be sent at 1064 nm and will
contain modulation to perform both laser ranging
and to send control signals to the spacecraft. The
signals from the ISS are detected by a telescope
with a collecting aperture of 20 cm. A coronograph
will by used to suppress stray light from the Sun.
In addition a combination of a wideband interfer-
ence filter and a narrow band Faraday Anomalous
Dispersion Optical Filter (FADOF) will used to re-
ject light outside a 0.005 nm band around the laser
line. The incoming signal is subdivided with one
portion going to a high bandwidth detector and
the other to an acquisition and tracking CCD ar-
ray. Using a 64 × 64 CCD array with pixels sized
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FIG. 11: ISS-based interferometer.


FIG. 12: Fiber metrology system.


to a diffraction limited spot, this array will have
a 5 arcmin field of view which is greater than the
pointing knowledge of the attitude control system
and the point ahead angle (40 arcsec). After acqui-
sition of the ISS beacon, a 2 × 2 element subarray
of the CCD will be used as a quad cell to control
the ISS-SC two axis steering mirror. This pointing
mirror is common to both the receiver and trans-
mitter channel to minimize misalignments between
the two optical systems due to thermal variations.
The pointing mirror will have 10 arcminute throw
and a pointing accuracy of 0.5 arcsec which will
enable placement of the uplink signal on the high
bandwidth detector.


The ISS-SC transmitter sends a laser signal to both
the interferometer collectors and the beacon re-
ceivers. The signal will be encoded for both ranging


and communication information. In particular, the
transmitted signal will include the inter-spacecraft
ranging measurements. The transmitter uses a 2 W
frequency stabilized Nd:YAG laser at 1.3 µm. A
5 kHz line width is required to simplify heterodyne
detection at the ground station. A 0.15 meter tele-
scope is used to transmit the laser beam and a
steering mirror is used for pointing. The mirror
uses information from the attitude control system
(ACS), the quad-cell detector in the receiver, and
the point ahead information from the instrument
controller to determine the transmit direction. A
fast steering mirror is used to maintain high band-
width pointing control for both the transmitter and
receiver.


We have also considering the possibility of using
a common optical system for both the transmit-
ter and receiver. Figure 16 shows a schematic of
such a transmitter/receiver system. Because of the
difference in the receive and transmit wavelengths,
dichroic beam splitters and filters are used to min-
imize losses from the optics and leakage into the
detectors. In this scheme a point ahead mirror is
used maintain a constant angular offset between
the received and transmitted beams. Because of
the common optical elements, this system is more
tolerant to misalignments than the previous config-
uration.


• Inter-S/C Receiver/Transmitter: The inter-
S/C receiver/transmitter uses two separate opti-
cal systems. The receiver detects the laser rang-
ing signal from the other spacecraft. The receiver
is similar in design to the ISS-S/C receiver subsys-
tem. Since there is no solar background contribu-
tion, the coronograph and FADOF filter have been







11


FIG. 13: Location of the LATOR interferometer on the ISS. To utilize the inherent ISS sun-tracking capability, the LATOR
optical packages will be located on the outboard truss segments P6 and S6 outwards.


FIG. 14: LATOR instrument subsystem block diagram.


removed. Detection of the signal is accomplished
using a CCD for acquisition and a quad cell sub-
array for tracking. The tracking signal is also used
to control the pointing of the transmitter minor.
A separate high bandwidth detector is used for de-
tecting the laser ranging signal.


The inter-S/C transmitter sends the laser ranging
signal to the other spacecraft. The transmitter uses
a 780 nm laser with an output power of 10 mW.
The transmitter and receiver telescopes have an
aperture of 0.1 m diameter. Because of the close


FIG. 15: S/C Transmitter & Receiver (ISS-Space Link).


proximity of the LATOR spacecraft, thermal drifts
which cause misalignments between the transmitter
and receiver optical systems can be sensed and cor-
rected rapidly. In addition, the LATOR geometry
requires minimal point ahead since the transverse
velocity between spacecraft is nearly zero.


• Instrument Controller: The instrument con-
troller subsystem contains the remainder of the in-
strument hardware. This includes the electronics
needed for the laser ranging and optical communi-
cations as well as the computer used to control the
instrument. The instrument computer will take in-
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FIG. 16: ISS-S/C Link with common optics: spiral scan-
ning spatial acquisition; open loop point ahead control with
piezo actuators; fiber-coupled, frequency stabilized transmit-
ter; pupil planes at the steering mirror and mixing apertures.


FIG. 17: ISS-S/C Link with common optics: spiral scan-
ning spatial acquisition; open loop point ahead control with
piezo actuators; fiber-coupled, frequency stabilized transmit-
ter; pupil planes at the steering mirror and mixing apertures.


formation from the attitude control system and re-
ceiver subsystems in order to control the pointing
of the transmit subsystems and the modulation of
their laser signals.


The LATOR instrument in each of the two space-
craft consist of three laser metrology transmitters and
receivers which can be gimbaled to point at the other
spacecraft, and a camera system to acquire the incoming
laser signals and to control the pointing of the outgo-
ing beams. In addition, the instrument contains a laser
ranging transponder in order to determine the spacecraft
position from the ground.


• Laser Metrology Transceiver Subsystem The
metrology transceiver consists of the laser, modu-
lators, optics, and frequency stabilizer. The laser


light is first frequency stabilized to better than 1
part in 1010, in order to make the measurements.
The laser light is then frequency modulated in or-
der to produce the heterodyne signal and distin-
guish between incoming and outgoing beams. Fi-
nally light is then collimated and injected into the
beam launcher optics. The incoming metrology sig-
nal is received by the beam launcher optics and is
interfered with the local laser. A cat’s eye retrore-
flector serves as the spacecraft fiducial and is com-
mon to all three beam launchers.


• Beam Launcher/Receiver Optics: In the cur-
rent instrument design, the modulated laser beam
is injected using a polarization preserving single
mode fiber and expanded to a 0.5 cm beam. A cat’s
eye retroreflector is one of several devices that can
be used as the metrology fiducial and is common to
the three metrology beams. The cat’s eye uses two
optically contacted concentric hemispheres with ra-
dius of ∼ 10 cm and ∼ 20 cm. The cat’s eye is sized
many times larger than the beam in order to min-
imize the effect of spherical aberration. The beam
is then expanded to a 5 cm beam using a refractive
telescope. A refractive design was chosen because
changes in the optical path are relatively insensi-
tive to changes in the position and orientation of
the optical elements.


• Acquisition Camera (AC) Subsystem: AC
that will be used as the sensor for pointing the
metrology beam. In the previous study the 512 ×
512 camera was used to detect the position of the
incoming laser beam to 0.5 arcsec over a 1 degree
field by interpolating the centroid of the spot to
0.1 pixel. Three cameras were used to track each
of the incoming metrology beams. The outgoing
laser beam was retroreflected from the alignment
corner cube to produce a spot on the acquisition
camera on which to servo the pointing gimbal.


• Pointing Subsystem: In the current instrument
design the entire beam launcher optical assembly is
gimbaled to point the metrology beam to the tar-
get spacecraft. The 2-axis gimbal has a center of
rotation at the center of the cat’s eye retro reflector.
This optical arrangement measures the distance be-
tween the optical fiducials and is not sensitive to
slight misalignments to first order. The gimbal will
have a range of 1 degree and a pointing resolution
of 0.5 arcsec.


D. LATOR Operations


This section describes the sequence of events that lead
to the signal acquisition and that occurs during each ob-
servation period. This sequence will be initiated at the
beginning of the experiment period, after ISS emergence
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from the Earth’s shadow. It assumed that boresighting
of the spacecraft attitude with the spacecraft transmit-
ters and receivers have already been accomplished. This
sequence of operations is focused on establishing the ISS
to spacecraft link. The interspacecraft link is assumed
to be continuously established after final-deployment (at
∼ 15◦ off the Sun), since the spacecraft never lose line of
sight with one another.


The laser beacon transmitter at the ISS is expanded
to have a beam divergence of 30 arcsec in order to guar-
antee illumination of the LATOR spacecraft. After re-
emerging from the Earth’s shadow this beam is trans-
mitted to the craft and reaches them in about 18 min-
utes. At this point, the LATOR spacecraft acquire the
expanded laser beacon signal. In this mode, a signal-to-
noise ratio (SNR) of 4 can be achieved with 30 seconds
of integration. With an attitude knowledge of 10 arcsec
and an array field of view of 30 arcsec no spiral search is
necessary. Upon acquisition, the receiver mirror on the
spacecraft will center the signal and use only the center
quad array for pointing control. Transition from acquisi-
tion to tracking should take about 1 minute. Due to the
weak uplink intensity, at this point, tracking of the ISS
station is done at a very low bandwidth. The pointing
information is fed-forward to the spacecraft transmitter
pointing system and the transmitter is turned on. The
signal is then re-transmitted down to the ISS with a light-
travel time of 18 minutes.


Each interferometer station and laser beacon station
searches for the spacecraft laser signal. The return is het-
erodyned with using an expanded bandwidth of 300 MHz.
In this case, the solar background is the dominant source
of noise, and an SNR ratio of 5 is achieved with 1 sec-
ond integration. Because of the small field of view of the
array, a spiral search will take 30 seconds to cover a 30
arcsec field. Upon acquisition, the signal will be centered
on the quad cell portion of the array and the local os-
cillator frequency locked to the spacecraft signal. The
frequency band will then be narrowed to 5 kHz. In this
regime, the solar background is no longer the dominant
noise source and an SNR of 17.6 can be achieved in only
10 msec of integration. This will allow one to have a
closed loop pointing bandwidth of greater than 100 Hz
and be able to compensate for the tilt errors introduced
by the atmosphere. The laser beacon transmitter will
then narrow its beam to be diffraction limited (∼1 arc-
sec) aid point toward the LATOR spacecraft. This com-
pletes the signal acquisition phase, the entire architecture
is in-lock and transmits scientific signal. This procedure
is re-established during each 92-minute orbit of the ISS.


In the next section we will consider the LATOR pre-
liminary astrometric error budget.


IV. ASTROMETRIC PERFORMANCE


In our design considerations we address two types of
instrumental errors, namely the offset and scale errors.


Thus, in some cases, when a measured value has a sys-
tematic offset of a few pm, there are may be instrumental
errors that lead to further offset errors. There are many
sources of offset (additive) errors caused by imperfect op-
tics or imperfectly aligned optics at the pm level; there
also many sources for scale errors. We take a comfort
in the fact that, for the space-based stellar interferome-
try, we have an ongoing technology program at JPL; not
only this program has already demonstrated metrology
accurate to a sub-pm level, but has also identified a num-
ber of the error sources and developed methods to either
eliminate them or to minimize their effect at the required
level.


The second type of error is a scale error. For instance,
in order to measure γ to one part in 108 the laser fre-
quency also must be stable to at least to 10−8 long term;
the lower accuracy would result in a scale error. The mea-
surement strategy adopted for LATOR would require the
laser stability to only ∼1% to achieve accuracy needed to
measure the second order gravity effect. Absolute laser
frequency must be known to 10−9 in order for the scal-
ing error to be negligible. Similarly robust solutions were
developed to address the effects of other known sources
of scale errors.


There is a considerable effort currently underway at
JPL to evaluate a number of potential errors sources for
the LATOR mission, to understand their properties and
establish methods to mitigate their contributions. (A
careful strategy is needed to isolate the instrumental ef-
fects of the second order of smallness; however, our expe-
rience with SIM [25–27] is critical in helping us to prop-
erly capture their contribution in the instrument mod-
els.) The work is ongoing, this is why the discussion
below serves for illustration purposes only. We intend
to publish the corresponding analysis and simulations in
the subsequent publications.


A. Optical Performance


The laser interferometers use ∼2W lasers and ∼20
cm optics for transmitting the light between spacecraft.
Solid state lasers with single frequency operation are
readily available and are relatively inexpensive. For SNR
purposes we assume the lasers are ideal monochromatic
sources (with λ = 1.3 µm). For simplicity we assume
the lengths being measured are 2AU = 3× 108 km. The
beam spread is estimated as ∼ 1 µm/20 cm = 5 µrad (1
arcsec). The beam at the receiver is ∼1,500 km in di-
ameter, a 20 cm receiver will detect 1.71×102 photons/s
assuming 50% q.e. detectors. Given the properties of the
CCD array it takes about 10 s to reach the desirable SNR
of ∼ 2000 targeted for the detection of the second order
effects. In other words, a 5 pm resolution needed for a
measurement of the PPN parameter γ to the accuracy of
one part in ∼ 108 is possible with ≈ 10 s of integration.


As a result, the LATOR experiment will be capable
of measuring the angle between the two spacecraft to
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TABLE I: LATOR Mission Summary: Science Objectives


• To search for cosmological remnants of scalar field in the solar system.


• To access the most intense gravitational environment in the solar system and test
a number of dynamical scenarios in this new field-strength regime.


• To measure the key Eddington parameter γ with accuracy of 1 part in 108, a factor
of 3,000 improvement in the tests of gravitational light deflection.


• To directly measure the PPN parameter β to ∼ 1% accuracy


• To measure effect of the second order light deflection with accuracy of ∼ 1× 10−3,
including first ever measurement of the PPN parameter δ.


• To measure the solar quadrupole moment (using the theoretical value of the solar
quadrupole moment J2 � 10−7) to 1 part in 20.


• To directly measure the frame dragging effect on the light with ∼ 1×10−2 accuracy.


∼ 0.05 prad, which allows light deflection due to gravi-
tational effects to be measured to one part in 108. Mea-
surements with this accuracy will lead to a better under-
standing of gravitational and relativistic physics.


In our analysis we have considered various potential
sources of systematic error. This information translates
to the expected accuracy of determination of the differen-
tial interferometric delay of ∼ ±5.4 pm, which translates
in the measurement of the PPN parameter γ with ac-
curacy of σγ ∼ 0.9 × 10−8. This expected instrumental
accuracy is clearly a very significant improvement com-
pared to other currently available techniques. This anal-
ysis serves as the strongest experimental motivation to
conduct the LATOR experiment.


B. Expected Measurement Accuracy


Here we summarize our estimates of the expected accu-
racy in measurement of the relativistic parameters of in-
terest. The first order effect of light deflection in the solar
gravity caused by the solar mass monopole is α1 = 1.75
arcsec; this value corresponds to an interferometric de-
lay of d � bα1 ≈ 0.85 mm on a b = 100 m baseline.
Using laser interferometry, we currently able to measure
distances with an accuracy (not just precision but accu-
racy) of ≤ 1 pm. In principle, the 0.85 mm gravitational
delay can be measured with 10−9 accuracy versus 10−5


availablewith current techniques. However, we use a con-
servative estimate of 10 pm for the accuracy of the delay
which would lead to a single measurement of γ accurate
to 1 part in 108 (rather than 1 part in 109), which would
be already a factor of 3,000 accuracy improvement when
compared to the recent Cassini result [15].


Furthermore, we have targeted an overall measurement
accuracy of 10 pm per measurement, which for b = 100 m
this translates to the accuracy of 0.1 prad � 0.02 µas.
With 4 measurements per observation, this yields an ac-
curacy of ∼ 5.8×10−9 for the first order term. The second
order light deflection is approximately 1700 pm and with
10 pm accuracy and the adopted measurement strategy


it could be measured with accuracy of ∼ 2 × 10−3, in-
cluding first ever measurement of the PPN parameter
δ. The frame dragging effect would be measured with
∼ 1 × 10−2 accuracy and the solar quadrupole moment
(using the theoretical value of the solar quadrupole mo-
ment J2 � 10−7) can be modestly measured to 1 part in
20, all with respectable SNRs (see Table I).


The final error would have contributions from multiple
measurements of the light triangle’s four attributes (to
enable the redundancy) taken by range and interferome-
ter observations at a series of times. The corresponding
errors will be combined with those from orbital position
and velocity coordinate uncertainty. These issues are cur-
rently being investigated in the mission covariance anal-
ysis; the detailed results of this analysis will be reported
elsewhere. However, our current understanding of the
expected mission and instrumental accuracies suggests
that LATOR will offer a very significant improvement
compare to any other available techniques. This conclu-
sion serves as the strongest experimental motivation to
conduct the LATOR experiment.


V. CONCLUSIONS


Concluding, we would like to summarize the most sig-
nificant results of our LATOR mission study. The most
natural question is “Why is LATOR potentially orders
of magnitude more sensitive and less expensive?”


First of all, there is a significant advantage in using
optical wavelengths as opposed to the microwaves – the
present navigational standard. This is based on the fact
that solar plasma effects decrease as λ2 and, in the case
of LATOR, we gain a factor of 1010 reduction in the solar
plasma optical path fluctuations by simply moving from
λ = 10 cm to λ = 1 µm. Another LATOR’s advantage is
its independence of a drag-free technology. In addition,
the use of a redundant optical truss offers an excellent
alternative to an ultra-precise orbit determination. This
feature also makes LATOR insensitive to spacecraft buf-
feting from solar wind and solar radiation pressure.
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Furthermore, the use of existing technologies, laser
components and spacecraft make this mission a low cost
experiment. Thus, 1 W lasers with sufficient frequency
stability and > 10 years lifetime already developed for op-
tical telecom and also are flight qualified for SIM. Addi-
tionally, small optical apertures ∼10-20cm are sufficient
and provide this experiment with a high signal-to-noise
ratio. There also a significant advantage in using com-
ponents with no motorized moving parts. This all makes
LATOR an excellent candidate for the next flight exper-
iment in fundamental physics. Table I summarizes the
science objectives for this mission.


The LATOR mission aims to carry out a test of the cur-
vature of the solar system’s gravity field with an accuracy
better than 1 part in 108. In spite of the previous space
missions exploiting radio waves for tracking the space-
craft, this mission manifests an actual breakthrough in
the relativistic gravity experiments as it allows to take
full advantage of the optical techniques that recently be-
came available. The LATOR experiment has a number
of advantages over techniques that use radio waves to
measure gravitational light deflection. The optical tech-
nologies allows low bandwidth telecommunications with
the LATOR spacecraft. The use of the monochromatic
light enables the observation of the spacecraft almost at
the limb of the Sun. The use of narrowband filters, coro-
nagraph optics and heterodyne detection will suppress
background light to a level where the solar background
is no longer the dominant noise source. The short wave-
length allows much more efficient links with smaller aper-
tures, thereby eliminating the need for a deployable an-
tenna. Finally, the use of the ISS enables the test above
the Earth’s atmosphere – the major source of astromet-
ric noise for any ground based interferometer. This fact
justifies LATOR as a space mission.


The LATOR mission will utilize several technology so-
lutions that recently became available. In particular, sig-
nal acquisition on the solar background will be done with
a full-aperture narrow band-pass filer and coronagraph.
The issue of the extended structure vibrations of the will
be addressed by using µ-g accelerometers. (The use of the
accelerometers was first devised for SIM, but at the end


their utilization is not needed. The Keck Interferometer
uses accelerometers extensively.) Finally, the problem
of monochromatic fringe ambiguity that complicated the
design of the previous version of the experiment [23] and
led to the use of variable baselines lengths – is not an is-
sue for LATOR. This is because the orbital motion of the
ISS provides variable baseline projection that eliminates
this problem for LATOR.


The LATOR experiment technologically is a very
sound concept; all technologies that are needed for its
success have been already demonstrated as a part of the
JPL’s interferometry program. The LATOR experiment
does not need a drag-free system, but uses a geometric
redundant optical truss to achieve a very precise deter-
mination of the interplanetary distances between the two
micro-spacecraft and a beacon station on the ISS. The
interest of the approach is to take advantage of the ex-
isting space-qualified optical technologies leading to an
outstanding performance in a reasonable mission devel-
opment time. The availability of the ISS makes this mis-
sion concept realizable in the very near future; the cur-
rent mission concept calls for a launch as early as in 2011
at a cost of a NASA MIDEX mission.


This mission may become a 21st century version of
Michelson-Morley experiment in the search for a cosmo-
logically evolved scalar field in the solar system. As such,
LATOR will lead to very robust advances in the tests of
fundamental physics: it could discover a violation or ex-
tension of GR, or reveal the presence of an additional
long range interaction in the physical law. There are no
analogs to the LATOR experiment; it is unique and is a
natural culmination of solar system gravity experiments.
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In order to reach 10  or 10  precision in measurement of PPN , 
LATOR's light triangle must be  tr


LATOR Spacecraft Orbits


γ− −


ansversely located 
 relative to the Sun with a precision of 1 to 10 meters, 


or scientific data must be desensitized to a greater uncertainty. 
Spacecraft orbits can be designed to achieve this error reduction.







The LATOR mission aims to make a major advance in the precision of testing for scalar field
modifications of general relativity's pure tensor gravity.  By using a laser interferometer to
measure one angle of a light triangle, and laser ranging to measure the three sides of the
triangle, and shaping the triangle so that two of its sides have the laser light pass close by
the Sun, first-order gravitational deflection of light will be measured to part-in-a-hundred
million precision.  But such an accurate measurement of the theory's predictions would seem to
require a correspondingly accurate knowledge of the light trajectories' impact parameters
passing the Sun.  This amounts to 10 meter or better knowledge of the light triangle's key
transverse location coordinate.


My study deals with this issue: How can the LATOR mission succeed in meeting its goals if
traditional tracking and drag-free system methods cannot supply the better than 10 meter
knowledge of spacecraft location in this key long-track direction and over the several-day
time interval during which the mission's key data will be taken?
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Figure 1. (above) shows the mission's orbital configuration that was found to
solve this challenge.  When the two spacecraft making up two corners of the light
triangle pass by the Sun as viewed from the third corner of the light triangle near
Earth, the spacecraft's angular positions from the Sun should be about equal and
opposite.


Figure 2. (below) shows the view from Earth during the key period of days during
which the important light deflection data is taken.  One benefit of this orbital
configuration is that the deflection angles of the light from the two spacecraft add
together to double the scientific signal and thereby the experiment's sensitivity.







Figure 2.







But more importantly, this configuration leads to the scientifically interesting deflection angle
being insensitive in linear order to the uncertainties in the transverse location of the light
triangle.  This results because one deflection angle increases while the other deflection
angle decreases by equal amount in proportion to this key uncertainty.  The 10-meter
knowledge requirement can be substantially relaxed!


In Figure 3. below the three main deflection signals of interest are shown in their analytic
form as function of light impact parameter distances - first-order monopolar light deflection,
gravity's non-linear second-order monopolar light deflection, and the light deflection
proportional to the Sun's Newtonian quadrupole moment.
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In Figure 4. the general features are shown of the spacecraft orbits from the time they
leave Earth up to the times when their positions as seen from Earth pass behind or
close by the Sun.  The first major maneuver puts the spacecraft on a 1.5-year period
orbit; then later, an additional impulse is given to just one of the spacecraft that results
in the later occurrence of the desired orbital configuration - equal but opposite
relative motion of the spacecraft lines of sight relative to the Sun.
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In Figure 5. the several signal "partials" are derived to show that they have dependence on
the time of observation.  This dependence permits the different key parameters of the
experiment to be simultaneously and independently measured by a least-squares-type fit of
the mission's data.  These key fit-for parameters will include the initial impact parameter and
its initial time derivative at one fiducial time point in the experiment.  The accelerative
evolution of this impact parameter due to gravity will be well determined from our knowledge
of gravity, and the accelerative evolution of this impact parameter due to drag forces on the
spacecraft will have been eliminated as crucial error sources because of the special orbital
configuration previously discussed.
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Abstract


To world-wide notice, in 2002 the ATHENA collaboration at CERN (in Geneva,
Switzerland) announced the creation of on the order of 100,000 low energy antihydro-
gen atoms. Thus, the idea of using condensed antihydrogen as a low-weight, powerful
fuel (i.e., it produces a thousand times more energy per unit weight of fuel than fis-
sion/fusion) for very deep space missions (the Oort cloud and beyond) had reached
the realm of conceivability. We briefly discuss the history of antimatter research and
focus on the technologies that must be developed to allow a future use of controlled,
condensed antihydrogen for propulsion purposes. We emphasize that a dedicated an-
tiproton source (the main barrier to copious antihydrogen production) must be built
in the US, perhaps as a joint NASA/DOE/NIH project. This need arises because the
only practical sources in the world are at CERN and at the proposed facility at GSI
in Germany. We outline the scope and magnitude of such a dedicated national facility
and identify critical project milestones. We estimate that, starting with the present
level of knowledge and assuming multi-agency support, the goal of using antihydrogen
for propulsion purposes may be accomplished in ∼ 50 years.


1 Introduction


In this century, the development of missions to deeper and deeper space will become an
ever-increasing priority. To complete a mission within a reasonable time frame, even to the
nearest extra-solar system objects of interest, the Oort Cloud or the Alpha Centauri star
system (4.3 light years away), the velocity of the spacecraft needs to be high, up to more
than 10% of the speed of light. To achieve such speed one needs the highest energy-density
fuel conceivable. This fuel would be antimatter, a large amount of it and in a compact form.


1Email addresses: mmn@lanl.gov, michael.holzscheiter@cern.ch, turyshev@jpl.nasa.gov
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Antimatter can produce three orders-of-magnitude more energy per gram than fission
or fusion and ten orders-of-magnitude more energy per gram than the chemical reactions
currently used for propulsion. As a result, antimatter is a prime candidate for use in future
exploration beyond the solar system. It also is a candidate for future missions to the edge
of the solar system, that now require 15-20 years after launch just to reach Pluto.


In this talk (MMN) we start with a quick review of both the discovery of antimatter
and also our understanding of antimatter (Section 2). In Section 3 a description is given of
how cold antihydrogen was created at CERN in 2002. We point out why this is the only


form of antimatter that    practical for deep space propulsion. We then take a side trip into


current studies using antiprotons for cancer therapy (Section 4). This side trip is important
because medical research may help with the justification for funding necessary to yield large
amounts of antimatter. In Section 5 we outline the trail we need to break to obtain the
dense antihydrogen that would be needed for deep space travel. We go on in Section 6 with
a discussion of what we can do now to start on this path, providing a roadmap towards the
goal. Our conclusions follow.


2 History of Antimatter


It turns out that, given quantum mechanics and special relativity, antimatter’s existence
is a consequence [1]-[4]. Although there are hints of the possible existence of antimatter
in the strong reflection solutions of special-relativity, the complete break-though came after
Dirac discovered his relativistic equation for the hydrogen atom [5], whose solutions precisely
agreed with the observed energy levels.


That is, this equation had four solutions, which could be interpreted as those for particles
with energy and internal spin properties


ΨDirac ∼ {+E spin up, + E spin down, − E spin down, − E spin up} . (1)


But the last two solutions had negative energies. This led to a huge controversy which was
only resolved when Anderson discovered the positron in 1932 [6, 7]. This is a(n) (anti)particle
with the same mass as, but opposite electric charge as, the electron.


Over the years, the antiproton, the antineutron, and, indeed with the development of
modern particle accelerators, all possible forms of antimatter that can be detected have been
detected. We have come to understand antimatter theoretically in terms of the CPT -theorem
of modern field theory.


In an intuitive form, the theorem says that if one were to take a motion picture of a
physical process and if one then were to change the ”charges” or “internal quantum numbers”
of the particles in the movie (C), run the film backwards (T ), and look at it in a mirror after
rotating oneself by 180◦ then one would not be able to tell the difference in the laws of physics
being seen. Put another way, this theorem states that every particle has an antiparticle with


i) the opposite electric charge,


ii) the opposite internal quantum numbers,
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iii) the opposite magnetic moment,


iv) the same total lifetime, and


v) the same (inertial) mass.


Although active searches continue for violations of this theorem, none has been found.


Most importantly for us, if a particle and an antiparticle collide they annihilate each
other. For example, if a positron hits an electron, they turn into two high-energy gamma
rays, each of energy of the rest mass of one particle, 511 keV. Stored antimatter would be,
by definition, the most powerful battery per unit mass ever created.


Positrons (antielectrons) are now easily created in the laboratory from 22Na sources
and controlled in Penning traps [8]. With much more difficulty (an efficiency of 1 part in
1010) antiprotons are created in high-energy accelerators. At CERN in Geneva, Switzerland,
these antiprotons have been (again inefficiently) cooled and stored in Penning traps for
fundamental physics experiments.


However, these particles are by themselves not viable for antimatter propulsion. The
storage volume must be small. Charged antimatter is limited by the Brillouin density [9]


n0 =
B2


2µ0mc2
. (2)


For antiprotons stored in a magnetic field using today’s technology, say fields of 6 T or even
25 T, this density would be around 1011 or 2 × 1012 cm−3, respectively. (This number is
itself many orders-of-magnitude higher than the highest antiproton density so far achieved,
∼ 106 cm−3 [10, 11].) Thus, charged antimatter is ruled out. This leaves stable, neutral
antimatter, i.e., antihydrogen, for a fuel candidate.


Since, as we come to in the next section, cold antihydrogen has now been produced
in the laboratory, it has been argued [12] that a fundamental science program needs to
be undertaken to manufacture and control dense antihydrogen, first in the form of a cold
dense gas or even a Bose-Einstein Condensate. The long range goal is eventually to obtain
condensed antihydrogen, either as a molecular superfluid, a cluster ion, or as a diamagnetic
solid. This accomplishment would allow a compact source of antimatter to be used for
deep-space propulsion. But, as many have argued, its use would be tremendously powerful
[13].


3 How Cold Antihydrogen was Created (2002)


Since positrons and antiprotons both have been produced, then clearly antihydrogen should
also be able to be made. But it was not so easy. Until recently, only a few atoms of
antihydrogen had been produced at CERN [14] and at Fermilab [15] in high energy collisions.
But these antiatoms were produced at relativistic speeds, much too fast to capture and study.
But in late 2002, the ATHENA collaboration announced it had produced the first low-energy
antihydrogen atoms (50,000 of initially, later more) [16], using antiprotons contained in a
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Figure 1: General lay-out of the ATHENA experiment [18]. Shown are the positron accumulator
and the main magnet system holding the antiproton catching trap, the final positron storage trap,
and the recombination region. The antihydrogen detector surrounds the trap.


Penning trap after having been extracted from the AD (Antiproton Decelerator) at CERN.
The excitement this produced was magnified by coverage in the international press [17].


The general lay-out of the ATHENA experiment is shown in Figure 1. The central
portion of the ATHENA apparatus is shown schematically in Figure 2(a), whilst the relevant
trap potentials are illustrated in Figure 2(b).


In each antiproton beam extraction, about 104 antiprotons are mixed with about 108


positrons. Once the low-energy antihydrogen atoms are produced, they are neutral and
no longer are bound in the Penning trap configuration. This are free to wander in the
direction of their momentum after creation. They annihilate with normal once they collide
with any, which is preferentially at the walls of the trap. The signal of an event is the
simultaneous (within 1 µs) detection of (i) two back-to-back 511 keV gamma rays (from
the positron annihilating with an electron) and (ii) about three charged pions (from the
antiproton annihilating with a nucleon) with the pions’ momenta directions all converging
backwards to a single vertex point (to within a few mm) which is on the line of the emitted
photons.


In Figure 3 we show the verification of the creation of antihydrogen by the detection of
the annihilation products, seen to be preferentially at the walls of the trap.


Shortly after the ATHENA discovery, the ATRAP experiment also announced antihy-
drogen production [19, 20]. It is now the goal of these collaborations working at the AD to
cool these antihydrogen atoms even further, to confine them possibly in a magnetic trap,
and to perform experiments with them.


This production and storage of neutral antihydrogen completed a major step on the road
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Figure 2: Schematic of the central portion of the ATHENA apparatus and the trapping potential
used [16]. (a) Section of the mixing trap and detector showing the cylindrical electrodes and the
position of the positron cloud. A typical antihydrogen annihilation event with the emission of
three charged pions and a pair of back-to-back 511 keV gamma-rays is shown. (b) The trapping
potential on axis is plotted along the length of the trap. The dashed line shows the potential before
the antiprotons and positrons are mixed.


to the technology we are envisioning for antimatter deep-space propulsion.


4 Not-really-a-side-bar: Antiproton Cancer Therapy


Simultaneously with the antihydrogen experiments at CERN, the low-energy antiproton
beam from the AD was being used by the AD-4 collaboration to study the effect of antipro-
tons on living tissue as a precursor to possible cancer therapy. An advantage of antiprotons
over protons or heavy ions is expected from the extra burst of annihilation energy deposited
at the stopping point (Bragg Peak). By proper choice of the beam energy this point can be
located precisely inside the tumor volume, which would give a higher proportion of destruc-
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Figure 3: Contour plot of the distribution (obtained by projecting onto the plane perpendic-
ular to the magnetic field) of the vertex positions of reconstructed antihydrogen annihilation
events from the ATHENA cold antihydrogen production experiment [16].


tion to the cancer cells vs. the normal tissue the beam went through.


Preliminary results indicate this enhancement is true [21] and also that perhaps as few
as 1010 antiprotons could treat a tumor of size about 1 cm3 [22]. Since present accelerators,
such as the former AC/AA combination at CERN or the future facility at GSI, produce on
the order of 1014 antiprotons/year, this therapy application has entered the realm of being
a realistic possibility. State-of-the-art modifications to current accelerator designs could
possibly produce a factor 10-100 more antiprotons.


Such production would make antiproton therapy realizable, and the funds to produce
such a source might be reasonably requested from the NIH. As emphasized in Section 6.1,this
mutual benefit could lead to a symbiotic funding partnership with NASA. Indeed, discussions
to pursue such a source for therapy purposes are already under way.2


2A straw-man design is currently being studied by the AD-4 collaboration [21].


6







5 The Route to Dense Antihydrogen and Deep Space


Travel


Long-term storage of substantial amounts of antimatter must be developed to enable space
missions relying on antimatter-based propulsion systems. Although it is clear that ultimately
neutral antimatter must be used, up to now, no valid long-term storage concept for large
quantities of antihydrogen has been developed. On the other hand, now that cold antihy-
drogen has been created, the next steps are to capture it and to cool it even further. Designs
for the first goal are now being developed at CERN. They concentrate on being able to
build a trap that confines the plasmas before combination and yet also confines the neutral
antihydrogen afterwards.


This confinement would be accomplished by surrounding the Penning trap configuration
with a magnetic quadrupole configuration, yielding a magnetic field


B = B0


[


ẑ +
(xx̂ − yŷ)


R0


]


. (3)


with a minimum at its center. One would then use the magnetic dipole force on the antihy-
drogen atom


Fmag = µ · ∇B (4)


to trap the atoms in the so-called “low-field seeking states.” (The upper two states in the
hyperfine diagram for the ground state of atomic hydrogen.)


If this difficult work succeeds (and there appear to be no matter-of-principle problems
with it) the next goal will be to cool the captured antihydrogen atoms to very low temper-
atures, perhaps using the Lyman-alpha lasers that are being developed.


The first step in producing dense antihydrogen would be to produce what has been
done for hydrogen atoms, a Bose-Einstein Condensate (BEC).3 BEC confinement of neutral
spin-polarized hydrogen atoms at densities up to 5×1015 cm−3 has been demonstrated. [23],
which is orders-of-magnitude more dense than the Brillouin storage density limit for charged
antiprotons. To make a BEC of antihydrogen would be an important step where one could
learn the techniques of controlling a relatively large amount of antihydrogen. One also would
need to overcome the problem of the antihydrogen transitioning out of the confined states
[12]. The clear ultimate goal would be to make very dense antihydrogen in the form of
clusters or solids (perhaps stored diamagnetically).


At present the wasteful method of resonant evaporative cooling is used to achieve the
temperatures and densities needed to form a hydrogen BEC. But the development of lasers
for direct and efficient cooling of hydrogen atoms has now just started. Efficient laser cool-
ing of hydrogen will revolutionize the methodology of forming, controlling, and studying
hydrogen Bose-Einstein Condensates. These studies can all be done with ordinary matter,
in preparation for having more copious amounts of antihydrogen available.


If the envisioned progress comes to fruition, laser cooling could then be used in an at-
tempt to efficiently make an antihydrogen BEC. An antihydrogen BEC would be an impor-


3A BEC is a gaseous coherent quantum system, just as are superfluid helium or superconducting currents.
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tant step down a path that could eventually lead to even more dense antihydrogen molecules,
liquids, solids, and cluster ions [24]-[26]. Indeed, since one might expect the next stage to be
going from controlled ultra-cold (below 50 µK) BEC hydrogen atoms to controlled hydrogen
molecules, it is heartening that there is evidence of a hydrogen-molecule superfluid with a
critical temperature of 0.15 K [27]. Since the triple point of hydrogen is at 13.8 K, a potential
path to denser condensed antimatter becomes more interesting.


6 What Can We Do Now?


A space-certified storage system for neutral antimatter will not be obtained from a linear
extrapolation of heretofore existing technologies. Rather, this achievement requires a series of
scientific and/or technological breakthroughs. While breakthroughs can never be predicted,
they typically will not happen without the definition of a strong need and the challenge
presented to the scientific community by a truly ambitious goal.


Meanwhile many of the underlying issues can be addressed with both the modest supply
of antimatter available at this time at accelerator centers world wide and with the limited
means to store the particles. The technological and scientific knowledge gained in these tests
will enable us to lay out a path into the future of antimatter-based propulsion systems.


However, the most important item is the need for a dedicated low-energy antiproton
source in the United States.


6.1 A dedicated Low-Energy Antiproton Source in the USA


The biggest obstacle to producing copious antihydrogen in the U.S. is the dearth of low-
energy antiproton production here . As stated, antiproton production presently is a very
inefficient process and is done only in Europe. At present the only source of low-energy
antiprotons is at CERN. It is hoped that the AD facility at CERN will keep running until
perhaps the end of this decade. Then a newly proposed facility, FLAIR (A facility for Low-
energy Antiproton and Ion Research), will hopefully be built at the GSI accelerator center
in Germany. FLAIR could yield 1012 low energy antiprotons per year.


But the US needs a facility so it can realistically pursue the ultimate goal of copious
production of antiprotons leading to copious antihydrogen. It is only with a viable facility
that studies can be done that will lead to the necessary break-through technology needed
for more efficient antiproton production.


The communities to accomplish this, perhaps as a consortium, are there. The DOE
physics community would like such a facility to continue fundamental symmetry studies on
antimatter and also to test gravity [4]. As pointed out in Section 4, the work on antipro-
ton therapy would lead to NIH interest in this facility. NASA would have an interest for
deep-space flight. There are also other communities that would have an interest: space
reactor teams, RTG builders, radiation physicians and physicists, and nuclear and particle
experimentalists. A NASA/DOE/NIH consortium to build a dedicated facility would be a
natural.
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6.2 A Roadmap To Antihydrogen Propulsion


Knowing the cost of acquiring the technological capabilities needed to produce large quan-
tities of antihydrogen atoms, to store them for long periods, and to use them for propulsion
purposes in space is, of course, very important. Given our present technological level, our
estimates are that:


• It would take about 5-10 years and ∼ 0.5-1.0 B$ to build a source.


• It would take about the same additional time and money to develop antihydrogen
handling technologies.


During all this time, effort would be given to developing the new antiproton produc-
tion technology that is needed. Current antiproton production rates are low. While clever
techniques can enhance these rates by several orders-of-magnitude and quantities sufficient
for advanced concepts can be produced given enough economic and political pressure onto
the few available sources, a real breakthrough can only come through continued interest and
research in this area. A good analogy is the comparison between a light bulb and a laser. In
both cases light is produced, but in one system through thermal heating of a material and
in the other through coherent processes. Antiprotons are currently produced by heating a
metal target with a primary proton beam. This process is a direct analogy to the light bulb
— we are still awaiting the invention of a ‘laser-equivalent’ for the production of particles of
antimatter.


• A GUESS is that 10-20 years more would be needed for this new process to be devel-
oped.


Development of the new, more efficient process would be the make or break point. If
after 30 years one did not have a new antiproton production technology, then the effort
would be abandoned as far as deep-space propulsion is concerned, although not for the other
applications. But with success,


• A BIGGER GUESS is that it would take 10-20 more years to develop a real propulsion
system.


Note that much of the technology will be standard in the sense that the power transfer
from antimatter annihilation to thrust has long been a problem of interest [3, 28], similar to
that of obtaining thrust from other nuclear mechanisms [29, 30].


So, we are talking of about $50 billion over 50 years. That period is like the time it took
to advance from vacuum-tube computers to the microchip processors of today. It would be a
viable time frame - if it works. But most importantly, antimatter science has now advanced
to the point where antimatter technology has left the realm of science fiction and has reached
the first stages of reality.4


4Indeed, if one considered positron emission tomography (PET), the reality arrived some time ago.


9


$ 


to







7 Conclusions


The road we have described is challenging both scientifically and technologically. Enormous
scientific and technological barriers must be overcome. But the potential intellectual and
societal rewards, even along the way, are enormous.


Antimatter-matter annihilation is one of the prime candidates to achieve the high specific
impulse i) desired for the challenging missions of exploring the Heliopause and visiting the
Oort Cloud, and ii) needed if we plan to attempt a rendezvous with the nearest star systems.
While no clear pathway to the necessary technologies exists, experimental development in
the normal matter world of laboratory-sized research equipment can help us to reach these
most ambitious goals, IF we simultaneously embark on constructing a dedicated low-energy
antiproton facility


It behooves us to now embark on extensive, serious work on the possibilities that are
before us. To achieve them quickly it is necessary to set ourselves in motion now.
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CHAPTER 6                                   FUNDAMENTAL PHYSICS RESULTS
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                      Results of Fundamental Physics Experiments 
                                  Bob Silberg, Raytheon


 
Pierre Meystre of the University of Arizona discussed the use of ultracold fermion atoms, 
instead of bosonic atoms, in interferomic inertial force sensors.   
 
Juha Javananian of the University of Connecticut spoke of his work on collisionless 
conversion of a degenerate Fermi gas into molecules in a Feshbach resonance, using a 
time-dependent Schrodinger equation. 
 
Randy Hulet of Rice University said his team has converted a quantum degenerate Fermi 
gas of 6Li atoms into an ultracold gas of 6Li2 molecules.  He said that 105 Li2 molecules 
were created, with an initial phase space density of ~0.5.  Their long lifetime (1 sec.) 
enabled formation of a molecular BEC. 
 
Erik Streed of MIT reported that said the Ketterle team at MIT achieved a Guinness 
World Record low temperature of 450 picokelvins by overcoming the gravitational 
influence that keeps gas from expanding and cooling.  He said this technology could be 
useful in high-precision atomic clocks.  The goal is atom interferometry on a chip with 
two BECs. 
 
Murray Holland of JILA and the University of Colorado presented his team’s work on 
resonance superfluidity in dilute fermion gases.  He said that beyond fundamental 
physics, this work can be applied to the creation of optical lasers and matter-wave lasers. 
 
John Thomas of Duke University said that observations by his team provided the first 
evidence for superfluid hydrodynamics in a strongly attractive Fermi gas. 
 
Horst Meyer, also of Duke University, reported on numerical simulation studies of the 
transient-to-steady convection in a supercritical fluid. 
 
Harry Kojima of Rutgers University discussed stress-driven instability on a solid 4He 
surface.  This addresses the problem of what happens to an object’s shape when it begins 
as a solid in equilibrium with its melt, and then external stress is applied.  The surface is 
expected to become unstable and develop corrugation.  He said the phenomenon can be 
seen macroscopically in land formations in Ireland, and in drying starch, and the issue has 
implications for assembly of nanostructures by self-organization. 
 
In a departure from the general theme of the workshop, Douglas Osheroff of Stanford 
University, who was a member of the Columbia Accident Investigation Board, reported 
on the investigation and its results. 
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Fermionic atom optics


… or, preaching the fermionic gospel
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Atom Interferometer Force Sensors


Gravity/Accelerations
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Use quantum mechanical wave-like properties of


atoms to sense inertial forces.


(From M. Kasevich)
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Atom optics with fermions


Fermionic interferometer


Fermionic three-wave mixing
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Atom Interferometer_
Bosons versus fermions


• Mach-Zehnder interferometer
• Quantum degenerate Bose or Fermi beam


• Collisions
• Pauli exclusion principle
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Phase fluctuations


Difference in number of counts:


Fluctuations:
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See, e.g., M. O. Scully & J. P. Dowling, PRA 48, 3186 (1993)
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Phase sensitivity _ bosons


( ) ( )
4


0


24
+= rrdtt


M


a
u l


l


h


1000=
A


N


0=
B
N


100=
B
N


50=
B
N


0,2/ ==
B
N


0=


001.0=


0025.0=


005.0=







Solvang 2004
77


Phase sensitivity _ fermions
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Bosons versus fermions


bosons fermions
0=


001.0=


1=
A
n


2=
A
n


3=
A
n


0=
B
N


C. P. Search & PM, Phys. Rev. A (Rapid Commun.) 67, 061601(R) (2003) 







Solvang 2004
99


Experiment


arXiv: cond-mat/0402328 
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3-Wave Mixing: Photoassociation


Two distinguishable atomic fermions 
in trap ground state


_
 One bosonic molecule in trap ground state
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Micromaser


Single-mode lasers far above threshold produce coherent state.


Micromasers can produce nonclassical states, Fock states, squeezed states,
etc…


Micromasers undergo a series of first-order-like phase transitions past the
usual laser threshold.


Matter-wave analog of a micromaser


Cavity matter-wave optics
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Micromaser-like model
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Molecule statistics
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Tunneling _Coupled molecular fields
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SUMMARY


Think Fermions !







Conversion of a degenerate Fermi gas into molecules in a Feshbach resonance 
 


Juha Javanainen 
University of Connecticut 


 
Presently, conversion of a degenerate gas into molecules in a Feshbach resonance and the 
attendant production of a molecular condensate are probably the most prominent topics 
in Atomic, Molecular and Optical physics. We investigate coherent, collisionless 
conversion by integrating the time dependent Schrodinger equation under the assumption 
that the bosonic molecules are treated as a classical field. In this framework the conversion 
from atoms to molecules emerges as a dynamical instability, a time-dependent counterpart 
of the thermodynamical instability responsible for BCS pairing in superconductors. We 
simulate numerically experiments on sweeps of the magnetic field across the Feshbach 
resonance.  We find a semiquantitative agreement with the experiments, and predict that 
the initial temperature of the Fermi gas sets the limit on the efficiency of atom-molecule 
conversion. 
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Conversion of an Atomic Fermi 
Gas to a Gas of Molecular Bosons
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Kevin Strecker and Guthrie Partridge are the graduate students on this project.  
Andrew Truscott and Ying-Cheng Chen have worked on the project as post-docs.
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Ultracold Fermi Gases
• Building blocks of matter


– The vast majority of the e, p, n on the moon and mars are 
fermions!


• Connections to condensed matter
– Superconductivity (T-J model of high-Tc)
– Pseudo-gap
– Lattices
– Luttinger liquid, spin-charge separation, …


Optical Lattices


Ultracold atoms obeying Fermi-Dirac statistics may be used to realize many of the 
paradigm models of condensed matter physics, including those of high temperature 
superconductivity.  The purity of the gases, the ability to control defects in lattices 
created by interfering laser beams, and the fundamental simplicity of the 
interactions between atoms provide nearly ideal systems for fundamental 
measurements.
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BCS/Pairing Transition
• Cooper pairing


– Superconductivity
– Superfluidity 3He
– Dilute atomic gas?


• For s-wave pairing, Tc – TF exp(-1/kF|a|)  (BCS)


• For 6Li, a = -1100 D ⇒ Tc = 100 nK @ 1013 cm-3


– Stoof et al. (1996)


• For 2H, a = -4 D ⇒ Tc = 1 fK @ 1019 cm-3


– Leggett (1980)


Cooper pairing underlies superconductivity and superfluidity in fermions.  Tony 
Leggett showed the direct s-wave pairing of atomic deuterium was not possible in a 
gas at reasonable temperatures due to its relatively small attractive interaction.  
However, Henk Stoof and I showed in 1996 that 6Li was a good candidate because 
of the extraordinarily large attractive interactions between atoms.
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Tunable Interactions


Weak coupling
- BCS


Strong coupling -
BEC of molecules


• Interactions variable for quantum gases


BEC/BCS
Crossover


- BCS breaks down for strong or intermediate coupling:


kF|a| ≥ 1     or     n|a|3 ≥ 1


(theory by M. Holland, E. Timmermans, and others)


Feshbach resonances can be used to vary the interaction strength and sign in atomic 
gases.  This may enable the realization of atomic Cooper pairing in the weak 
coupling (BCS) limit, or in the strong coupling (BEC) limit.
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Feshbach Resonance –
Tunable Interactions


Magnetically tune dissociative state into resonance with
a bound molecular state


Vibrational levels of
diatomic molecule


Bound
Molecules


Free
atoms


Energy of free atoms


Feshbach resonances are magnetically tuned collisional resonances.  A magnetic 
field can differentially tune the energy of a pair of colliding free atoms and a bound 
vibrational state of the diatomic molecule.  Right on resonance, the s-wave 
scattering length diverges.  At higher fields, the last vibrational level becomes 
unbound and the scattering length is large and negative, corresponding to a large 
attractive interaction.
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Feshbach Resonance in 6Li
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This is a calculation of a Feshbach resonance in 6Li.  There are actually two 
resonances shown here; the red circle indicates a narrow resonance at 543 G.







7


Narrow Feshbach Resonance
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This is a blow up of the resonance at 543 G.  By ramping the magnetic field through 
this resonance, we create a gas of diatomic molecules from the original Fermi gas of 
atoms.
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Converting an Atomic Fermi Gas to a 
Molecular Bose Gas


Feshbach resonance:


molecules   µ = 0molecules


atoms µ = -2µB


atoms


B
Landau-Zener theory: exponential dependence on inverse ramp rate
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Theory:  LANL, Eindhoven, NIST, Tel Aviv, UConn/Helsinki, Utrecht


Expts:  JILA, Rice, Paris, Innsbruck, MIT


The process by which the atomic gas is associated into a gas of molecules is shown 
here.  The molecules are in a spin singlet state and therefore, have no magnetic 
moment.  The coupling between the atoms, which are spin triplet, and the molecules 
is due to the hyperfine interaction.  Landau-Zener theory predicts that the 
conversion efficiency scales exponentially with the inverse ramp rate and is 100% 
when the ramp rate is sufficiently slow.
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Atoms Remaining vs. Ramp Rate
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- Exponential consistent with L-Z


50%


- Conversion efficiency is not


Experimentally, we observe an exponential dependence as predicted, but the 
maximum conversion efficiency is 50%.
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Atoms Remaining vs. Final Field
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K.E. Strecker et al., PRL 080406 (2003)


The ramp is started at a high field of approximately 546 G.  By stopping the ramp 
during the sweep, the Feshbach resonance can be mapped out.  Again, the maximum 
conversion efficiency is 50%.
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2-Way Ramp – Molecular Lifetime


MM


A


A


• Ramp field down – make molecules


τ


• Wait time τ - final field far from resonance
(i.e. looking at deeply bound molecules)


• Ramp field back up – detect remaining atoms


The data shown on the previous slides indicates that adiabatic passage through the 
Feshbach resonance causes atoms to be lost.  However, it did prove that molecules 
are formed.  We used a two-way ramp to demonstrate the production of molecules 
and to measure their lifetime.  First, the molecules are created by ramping the field 
downward through resonance.  The field is held there for a time τ before ramping 
the field back through resonance, where surviving molecules are converted back to 
atoms.
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Limits to Molecular Lifetime
Molecules are vibrationally excited


Vibrational quenching collisions:


A2(v’) + A  A2(v < v’) + A + k.e.  (many Kelvin)


A2(v’) + A2 A2(v < v’) + A2 + k.e.


Heinzen et al. (87Rb), Ketterle et al. (Na)


Rate constant ~ 10-10 cm3/s    ⇒ ~1 ms lifetime


V’


The molecules produced by this method are vibrationally excited and are expected 
to be rapidly quenched to a lower lying vibrational level by collisions with other 
atoms and molecules.  Rate constants for this mechanism have been measured to be 
~10-10 cm-3 s-1 for bosons.
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2-Way Ramp – Molecular Lifetime
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K.E. Strecker et al., PRL 080406 (2003)


Kinel < 10-12 cm3 s-1


The data show that most of the molecules are converted back to atoms as long as τ
is sufficiently small.  To our surprise, we found that the molecular lifetime is ~1 s, 
corresponding to a rate constant that is more than a factor of 100 smaller than for 
bosonic atoms.
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Molecular BEC


• Long lifetime enables formation of condensate


• We have produced a molecular BEC by 


evaporation (also Innsbruck, JILA, MIT, Paris; 


evidence for superfluidity at Duke) 


• MBEC with fermions can be considered 


Cooper pairing in extreme strong coupling limit


The long lifetime enables the formation of a Bose-Einstein condensate by 
evaporation.  We have produced a molecular BEC by evaporation of molecules 
produced on the broad Feshbach resonance.  These Bose condensed molecules can 
be considered to be Cooper pairs in the extreme strong coupling limit.
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Summary


• 105 Li2 molecules created


• Estimate that initial phase space density ~0.5


• Long lifetime (1 s) enabled formation of a molecular BEC


• Next:  Direct imaging of deeply bound molecules to explore 


role of deeply bound molecules in BEC/BCS crossover


In summary, we created approximately 105 Li2 molecules in the v=38 singlet state.  
Initially, the molecules are formed with a phase space density of about half of that 
required for BEC.  However, the molecules evaporate from the shallow optical trap 
on the time scale of a few hundred ms, and the phase space density may increase.  
The formation of the condensate may explain the unusual shape of the molecular 
lifetime shown in the 2-way ramp data.  The unexpectedly long molecular lifetime 
enabled the formation of a molecular Bose-Einstein condensate.  We are currently 
attempting to directly image the deeply bound molecules and to study their role in 
the BCS/BEC crossover. 
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Overview
• Record Low Temperature


• Zero clock shift in Fermions


• Atom Chips


• Atom Interferometery


• Raman Matter Wave Amplifier


• BEC of molecules


– From condensed Bosons


– From cold Fermions







A.E. Leanhardt, T.A. Pasquini, M. Saba, A. Schirotzek, Y. Shin, D.


Kielpinski, W. Ketterle, and D.E. Pritchard, Science 301 p. 1513 (2003).







g= 9.8 m/s2







Low density and low temperature


  Applications
• Precision measurements with reduced


  density-dependent line shifts


• Ultracold atom source for atom optics


• Surface reflection of ultracold atoms


Cooling Bose-Einstein condensates
below 500 picokelvin


• Cooled partially condensed atomic vapors to 450 ± 80 pK.


• Peak condensate densities ~ 5 x 1010 cm-3


• Thermal velocity ~ 1 mm/s
• Speed of sound ~ 100 µm/s


• Healing length ~ 20 µm


• Mean field energy ~ kB x 33 pK ~ h x 0.7 Hz ~ (µB/2) x 1 µG
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• Zero clock shift in Fermions


• Atom Chips


• Atom Interferometery


• Raman Matter Wave Amplifier


• BEC of molecules


– From condensed Bosons


– From cold Fermions
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Get V12 from n1=0 and n2 =0 measurements







No clock shift in a degenerate Fermion mixture


Martin W. Zwierlein, Zoran Hadzibabic, Subhadeep Gupta,


Wolfgang Ketterle, PRL 91, 250404 (2003)


“Expected” splitting


of the lines:


~20 kHz


The system is


interacting, but still


no shift…
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• Record Low Temperature


• Zero clock shift in Fermions


• Atom Chips


• Atom Interferometery


• Raman Matter Wave Amplifier


• BEC of molecules


– From condensed Bosons


– From cold Fermions







BEC


productionBEC


arrival


44 cm


T.L.Gustavson, A.P.Chikkatur, A.E.Leanhardt,


A.Görlitz, S.Gupta, D.E.Pritchard, W. Ketterle,


Phys. Rev. Lett. 88, 020401 (2002).


Atom chip with waveguides







Excitationless (“single-mode”) propagation


radial ~ 2  x 600 Hz, rsurface ~ 200 µm, N ~ 106, 5 ms TOF


2 mm 2 mm


Initially
After 100 ms and 4 mm


(speed ~ 4 cm/s)


A.E. Leanhardt, A.P. Chikkatur, D. Kielpinski, Y. Shin, T.L. Gustavson, 


W. Ketterle, and D.E. Pritchard, Phys. Rev. Lett. 89, 040401 (2002). 


Analogy:  


Atoms in magnetic wave guides - Light in optical fibers
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Optical precision measurements using interferometry:


Laser


Detector


Change of length,


temperature, pressure


Change of phase of


interference pattern


Goal:  Atom interferometry on a chip







Atom Interferometry with two BECs


Y. Shin, M. Saba, T. Pasquini, W. K., D.E. Pritchard,


A.E. Leanhardt, Phys. Rev. Lett. 92, 050405 (2004).
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Raman Matter Wave Amplification
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Dominik Schneble, Gretchen Campbell,


Erik Streed, Micah Boyd, DP, WK.


PRA 69 041601 (2004)
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molecule


atoms


E


Bosons: Boulder, Garching, Innsbruck, MIT


Fermions: Boulder, Rice, Paris, Innsbruck, MIT


Feshbach resonance


Magnetic field
molecules


atoms


Feshbach Resonance For Molecule Formation 
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Na2 Molecules with phase-


space density of 20!


2.6 is critical phase-


space density for BEC


Coherent Na atoms to coherent Na2 molecules


Lifetime:  100 µs to ms


Takashi Mukaiyama, Kaiwen Xu, Jamil Abo-Shaeer, Jit Kee Chin, Daniel Miller, W.K.


Phys. Rev. Lett. 91, 210402 (2003)
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M.W. Zwierlein, C. A. Stan, C. H. Schunck,


S.M. F. Raupach, S. Gupta, Z. Hadzibabic,


W.K., Phys. Rev. Lett. 91, 250401 (2003)


BEC of Li2 Molecules


Boulder Nov ‘03


Innsbruck Nov ‘03, Jan ’04


MIT Nov ’03


Paris March ‘04


Up to 3 million condensed


molecules







Lifetime of the Molecular BEC


Molecules in v=38!







D. S. Petrov, C. Salomon, and G. V. Shlyapnikov, preprint cond-mat/0309010


Reason for suppression of inelastic collisions: Pauli principle


Three atoms can’t be at the same point at the same time


Two would have same location and spin state! 
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Energy
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Molecules are unstableAtoms form stable molecules


Atoms repel each other
a>0


Atoms attract each other
a<0
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Resonance superfluidity in dilute fermion gases 
 


Murray Holland 
JILA and University of Colorado 


 
In the field of dilute quantum gases, there is currently a significant experimental and 
theoretical effort ongoing to pursue the remarkable physics of resonant superfluids. In 
particular the ability to use Feshbach resonances to control interactions between the 
atoms opens up many nontrivial avenues for future research. A few topics include the 
development of techniques for the production of molecular condensates, the investigation 
of high-temperature fermion superfluidity believed to have connections with high 
temperature superconductors, the realization of quantum Hall physics in these systems, 
and connections with the physics of reduced dimensionality.  
 
This problem is particularly relevant to the description of the crossover from the theory 
of Bose-Einstein condensation, where the scattering length is positive and small, to that of 
fermion superfluidity (as in weak or strong coupling superconductors), where the 
scattering length is negative and small. This crossover can be realized in atomic gases by 
Feshbach resonances by changing the strength of a magnetic field through the resonant 
value. To understand these things theoretically, it is necessary  to bridge the regime of 
infinite scattering length which lies in the crossover in such a way as to correctly 
interpolate between the correct equations of state on both sides of the resonance. This 
would allow a robust connection to be made between two seminal concepts in physics: 
superfluid bosons and superfluid fermions. I will present our recent results on the 
systematic development of such a quantitative theory in which these aspects are 
investigated. 
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Hydrodynamics in a Degenerate, 
Strongly Attractive Fermi Gas 
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Outline


• Degenerate Fermi Gases


• All-Optical Cooling Method


• Hydrodynamic Expansion


• Evidence for Superfluid Hydrodynamics


• Conclusions


We begin by reviewing the reasons for interest in degenerate Fermi gases, both 
noninteracting and strongly interacting. Then we describe our all-optical cooling 
and trapping method for creating the samples. Finally, we describe our observations 
of hydrodynamic expansion of the gas, and evidence for superfluid hydrodynamics 
in the trapped gas.
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Trapped Degenerate Fermi Gases


=2


=1


Hyperfine Transitions in an Optical Trap


Fermions in Same Superposition
State are Noninteracting
(Gibble and Verhaar)


Fermionic atoms in the same superposition of hyperfine spin states are 
noninteracting. For this reason, fermionic atoms have potential applications in new 
atomic clocks where interactions are suppressed. 
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Strongly-Interacting Fermi Gases  
Mimic Exotic Systems in Nature


– High-Temperature Superconductors
– Neutron Stars
– Strongly-Interacting Matter
– Quark-Gluon Plasma – Elliptic Flow


Fermionic atoms also can be made to interact strongly by exploiting a Feshbach 
resonance. In this case,  a gas comprised of  strongly interacting spin-up and spin-
down atoms mimics a variety of exotic systems in nature,  ranging from high 
temperature superconductors to nuclear matter. The elliptic flow exhibited by a 
quark-gluon is closely related to the anisotropic hydrodynamic expansion of a 
mixture of strongly interacting spin-up and spin-down atoms.
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Mixture of Spin Up/Down 6Li Atoms


Ground State Hyperfine Structure in a Magnetic Field B
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Level 1 Spin ½ Up =1 1,
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Level 2 Spin ½ Down 0,
2
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670 nm


2s


2p


Ground State: 1s22s1


Nuclear Spin: IN=1


1,2 States High B-Field Seeking-Requires Optical Trap


We employ lithium-6 atoms in a 50-50 mixture of the two lowest hyperfine states in 
a magnetic field. The spin-up and spin-down states have the same electron spin 
down and different nuclear spin. Both states are repelled from magnetic traps and 
require optical traps for study.







6


Controlling Interactions
with a Feshbach Resonance


Resonant Coupling between Colliding Atom Pair – Bound Molecular State


B


uΣ3
gΣ1


Singlet Diatomic Potential: Electron Spins Not Parallel


B


uΣ3


Triplet Diatomic Potential: Electron Spins Parallel


B


uΣ3


Zero Energy Scattering Length ±∞→Sa


B


uΣ3


Strong, magnetically tunable interactions are produced using a Feshbach resonance. 
Normally,  a pair of lithium atoms forms a diatomic molecule in the singlet
electronic state (green), where the electron spins are not parallel. One diatomic 
molecular state is shown in red. However, the trapped states have parallel electron 
spins, and therefore collide in a triplet electronic state (blue). Normally,  the atoms 
approach each other and bounce off of the potential inner wall. However, by tuning  
an applied magnetic field, the total energy of the colliding atoms can be tuned, 
because the triplet state has a magnetic moment. When the total energy of the 
colliding pair coincides with the energy of the bound molecular state  in the singlet 
potential, the molecular amplitude becomes large, causing the scattering length to 
increase. The scattering length at zero energy determines the distance over which 
the wavefunction of the colliding atoms is modified.
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*Feshbach Resonance for 1-2 Mixture


*M. Houbiers, et al., Phys. Rev. A 57, 1497 (1998)


The scattering length is plotted as a function of magnetic field. Near 850 G, there is 
a resonance in which the scattering length ranges from extremely large and positive 
to extremely large and negative. At 530 G,  the scattering length passes through 
zero, producing a sample of noninteracting atoms.
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Cooling Fermi Gases in Optical Traps


P = 10-11 Torr
Τ = 150 µΚ
ρ = 10−5


Slowing 
Beam


Oven
T=700 oK
ρ = 10−9 MOT


Zeeman Slower


MOT Beam


Optical Trap


T < 100 nK
ρ = 1


Our approach to producing a degenerate, strongly interacting gas differs from that 
of most other groups, in that we employ all-optical trapping and cooling methods. 
The optical trap is loaded from a standard magneto-optical trap which is produced 
from a slowed atomic beam.
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Optical Trap


Focused Gaussian Laser Beam
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The optical trapping potential is proportional to the product of the static 
polarizability and the laser intensity. Approximately 65 watts of CO2 laser power is 
focused to a radius of 50 micrometers,  producing an intensity of 2 megawatts per 
square centimeter, and trap depth of 0.7 mK. The length of the trap is approximately 
a millimeter.
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Ultrastable CO2 Laser Trap


• Negligible Optical Heating
– Scattering Time: 1/2 hour
– Optical Heating: 18 pK/s


• Extremely Low Noise
– Intensity Noise Heating


• Ultra-High Vacuum
– Pressure: < 10-11 Torr
– Heating:  < 5 nK/sec
– Lifetime: 400 sec


sec103.2 41 ×≥Γ−


 W65=P


mK 7.00 =U


kHz 6.6≅rν Hz 340≅zν


m 470 µω =
mm 7.00 =z


• Stable Commercial Laser


• Typical Trap Parameters


2
0 MW/cm 0.2=I


We use a 140 watt CO2 laser from the lidar industry. The laser is exceptionally 
stable, with a noise-induced heating time of 23 thousand seconds. The long 
wavelength and large detuning from resonance yields a light scattering rate of only 
two photons per hour and negligible optical heating. The trap lifetime is 400 
seconds.
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Experimental Apparatus


The lens in the foreground is used to focus the CO2 laser beam into the vacuum 
system. A camera is used to record absorption images of the cloud.
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Optical Trap Loading


To reiterate the loading procedure, the CO2 laser trap is first loaded from a 
magneto-optical trap. To increase the loaded number of atoms, the CO2 laser beam 
is retroreflected using a rooftop mirror.
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Forced Evaporation


Next, the optical beams are extinguished and a magnetic field is applied to tune the 
gas into the Feshbach resonance region. Forced evaporative cooling is 
accomplished by lowering the trap laser intensity.
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Timing Sequence for Evaporation
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Scaling Laws:


First, a 300 G magnetic field is applied at fixed trap depth. Then the trap is lowered 
at a field of 870 G, near the Feshbach resonance to produce a degenerate sample in 
a few seconds. Typically 2 million atoms are loaded. After free evaporation, 1 
million atoms remain. Finally, after forced evaporation the number of atoms is 
reduced by a factor of 3, to 300 thousand, consistent with a scaling law model we 
have developed.
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Cooling a Strongly-Interacting Fermi Gas


T/TF = 0.09
T = 0.7 µK at full trap depth U0
T = 50 nK at U0/200 
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Evaporate for 3.5 s at 910 G:


t = 0.2 ms after release


Temperature is determined by fitting the transverse distribution of the expanded 
cloud to a Thomas-Fermi distribution for a noninteracting gas. Temperatures less 
than 0.1 of the Fermi temperatures are obtained.
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Superfluidity in Atomic Fermi Gases


• Magnetically tunable interactions via Feshbach Resonance


FCC TT η=


• Theory BCS Pairing 6Li: Houbiers,  et al., PRA 56, 4864 (1997).


1Lexp <<⎟
⎟
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⎞
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⎛−
≈


S
C a


η


• On Resonance: Super-High TC Superconductivity!


E. Timmermans, et al. Phys. Lett. A 285, 228 (2001)
M. Holland, et al. Phys. Rev. Lett. 87, 120406 (2001) 


Y. Ohashi et al. cond-mat/0201262 (2002)


5.02.0 −≈Cη


Tunable interactions enable new studies of superfluidity in the strongly interacting 
gas. The first theory of superfluidity in an atomic Fermi gas was done by a 
collaboration between the groups of R. Hulet and H. Stoof. They applied BCS 
theory to lithium-6. Recent theories of superconductivity in strongly interacting 
atomic Fermi gases suggest very high transition temperatures, a large fraction of the 
Fermi temperature. Such a transition, scaled to a condensed matter system would 
correspond to a superconductor which could operate at thousands of degrees, far 
above room temperature.
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Prediction of Anisotropic Expansion*


u(x,t) = velocity field


ReleaseTrapped Cloud


)0(xσ


)0(zσ


Anisotropic Expansion


)()0()( tbt zzz σσ =


)()0()( tbt xxx σσ =


*Menotti et al., Phys. Rev. Lett. 
89, 250402 (2002).


One possible signature of superfluidity was predicted to be anisotropic expansion 
after release from the optical trap. The gas is expected to expand strongly in the 
transverse direction, while remaining nearly stationary in the axial direction.
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Can Pauli Blocking Suppress Collisions?


Collision cannot occur if the final state is occupied:


2


coll ⎟⎟
⎠


⎞
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⎛
=Γ


FT
Tγ


f(ε1)


f(ε2)


1-f(ε3)


1-f(ε4)


f(ε) is the occupation  probability


0
as T           0


The observation of anisotropic expansion is a signature of superfluidity if the gas is 
in the collisionless regime. Otherwise, the anisotropy can arise from collisional 
hydrodynamics. However, collisions are suppressed at low temperatures by Pauli 
blocking. In this case, colliding atoms cannot enter occupied energy levels, and the 
collision rate declines as the square of the temperature. 
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Pauli Blocking in a Harmonic Trap


Depletion rate with and without Pauli Blocking:


w/o Pauli blocking


Unitarity Limit
h
Fε


π
γ 4


Max =


The blue curve shows how the collision rate of a unitarity-limited gas varies with 
temperature in the absence of Pauli blocking. With Pauli blocking, the collision rate 
is suppressed as shown by the green curve. Hence, by operating at temperatures of 
0.15 TF or less,  the collision rate of the trapped gas is suppressed. Nevertheless, an 
expanding gas may become collisional as the Fermi surface is deformed.  Recent 
modeling suggests however, that this mechanism is not sufficient to produce 
strongly  hydrodynamic expansion.
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Axial Expansion at 910 G
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After release from the trap, the gas exhibits strongly anisotropic expansion, 
characteristic of nearly perfect hydrodynamics. The axial distributions remain 
nearly stationary.
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Transverse Expansion at 910 G
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By contrast, the transverse distributions expand rapidly.
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Transverse and Axial Widths vs Time
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Hydrodynamic Expansion


The  fit of the observed expansion data is in very good agreement with 
hydrodynamic theory.
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Breathing Mode in a Trapped Fermi Gas
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Measure the Breathing Mode Oscillation Frequency 
and Damping Time versus Temperature


To avoid issues of deforming the Fermi surface in observing hydrodynamic 
expansion, we have instead measured the radial breathing mode frequencies and 
damping times. The breathing mode of the trapped gas is excited by briefly turning 
off the trap. The corresponding energy input corresponds to 0.05 TF  when the trap 
is extinguished for 1/16 of a radial oscillation period, and is reduced to 0.01 TF 
when the trap is off for only 1/32 of a period. 
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Collective Modes in a Trapped Fermi Gas
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After the breathing mode is excited, the gas is held for a variable time, and then 
allowed to expand for 1 ms, after which it is imaged to show  the oscillation.
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Breathing Mode in a Trapped Fermi Gas
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At a temperature of 0.5 TF,  the oscillation decays in 1.4 ms.
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Breathing Mode in a Trapped Fermi Gas
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At 0.33 TF,  the decay time increases to 2 ms.







27


Breathing Mode in a Trapped Fermi Gas
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Finally, at a temperature of 0.17, the gas decays in 4 ms.
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Breathing Mode Frequency


Measured Oscillation Frequencies of  Noninteracting Atoms:


Hz16002 ×= πωx


Hz15002 ×= πω y


Predicted Frequency for Hydrodynamic Fermi Gas:


Hz28302
3


10
Hydro ×== πωωω yx


Measured Oscillation Frequency for Sinusoidal Fit:


Hz28402Meas ×= πω


At 870 G,  the measured frequency of the breathing mode is in very good agreement 
with that expected for a hydrodynamic gas in the unitarity limit.
The predictions are based on the oscillation frequencies measured for atoms in the 
noninteracting gas.
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Breathing Mode Frequency vs B-Field


cond-mat/0404012
(Apr 2004)


Feshbach at 850 G


Hui Hu, A. Minguzzi, Xia-Ji Liu, and M. P. Tosi


The magnetic field dependence of the breathing mode frequencies is shown for the 
radial direction (lower) measured by our group and for the axial direction (measured 
by the Innsbruck group). If the Feshbach resonance is located at 850 G, the 
agreement is reasonably good.
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Breathing Mode Frequency vs B-Field


Hui Hu, A. Minguzzi, Xia-Ji Liu, and M. P. Tosi


cond-mat/0404012
(Apr 2004)


Feshbach at 822 G


Moving the Feshbach resonance to 822 G produced worse agreement with the radial 
measurement. However, the measured frequencies display the predicted trend and 
are still hydrodynamic.
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measdamp 3.0exp0.2υτ


Damping Time of the Breathing Mode


The damping time shows a rapid increase with decreasing temperature.
The red and green data points are taken with the duration of the trap turn off set to 
25 microseconds, while all other data is taken at 50 microseconds. The green point 
is taken at approximately four times the trap depth, and it is at approximately twice 
the frequency.
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•     All-Optical Production of Degenerate Fermi Gas
- Efficient evaporation near Feshbach resonance   
- Very low T/TF 


Summary


Hydrodynamics of a Strongly-Interacting Fermi Gas


• Trapped Atom Hydrodynamics
- Collisionally-damped hydrodynamic spectra at high T
- Hydrodynamic breathing modes weakly-damped as T is reduced              
- First evidence for superfluid hydrodynamics in a Fermi gas


• Observation of Anisotropic Expansion
- For low T, collisions may not explain hydrodynamics 


In summary, we use all-optical methods with evaporative cooling near a Feshbach 
resonance to produce a strongly interacting degenerate Fermi gas.


We observe hydrodynamic behavior in the expansion dynamics. At low 
temperatures,  collisions may not explain the expansion dynamics.


We observe hydrodynamics in the trapped gas. Our observations include 
collisionally-damped excitation spectra at high temperature which were not 
discussed above. In addition, we observe weakly damped breathing modes at low 
temperature. The observed temperature dependence of the damping time and 
hydrodynamic frequency are not consistent with collisional dynamics nor with 
collisionless mean field interactions. These observations constitute the first
evidence for superfluid hydrodynamics in a Fermi gas.
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(Dated: 8/22/04)


Numerical simulation studies are reported for the convection of a supercritical fluid, 3He, in


a Rayleigh-Bénard cell. The calculations provide the temporal profile ∆T (t) of the temperature


drop across the fluid layer. In a previous article, systematic delays in the onset of the convective


instability in simulations relative to experiments were reported, as seen from the ∆T (t) profiles.


They were attributed to the smallness of the noise which is needed to start the instability. Therefore


i) homogeneous temperature noise and ii) spatial lateral periodic temperature variations in the top


plate were programmed into the simulations, and ∆T (t) compared with that of an experiment with


the same fluid parameters. An effective speed-up in the instability onset was obtained, with the


best results obtained through the spatial temperature variations with a period of 2L, close to the


wavelength of a pair of convections rolls. For a small amplitude of 0.5 µK, this perturbation gave


a semiquantitative agreement with experimental observations. Results for various noise amplitudes


are presented and discussed in relation to predictions by El Khouri and Carlès.


PACS numbers: 44.25+f, 47.27.Te, 64.70.Fx


I. INTRODUCTION


In recent papers, convection experiments of su-
percritical 3He at the critical density in a Rayleigh-
Benard cell with a constant heat current q were
reported[1, 2]. After q is started, the tempera-
ture drop ∆T (t) across this highly compressible fluid
layer increases from zero, an evolution accelerated
by the “Piston Effect” [3–5]. Assuming that q is
larger than a critical heat flux necessary to produce
fluid instability, ∆T (t) passes over a maximum at
the time t = tp, which indicates that the fluid is con-
vecting and that plumes have reached the top plate.
Then truncated or damped oscillations, the latter
with a period tosc, are observed under certain con-
ditions before steady-state conditions for convection
are reached, as described in refs.[1, 2]. The scenario
of the damped oscillations, and the role of the “pis-
ton effect” has been described in detail in refs.[6]
and [7] and will not be repeated here. The height of
the layer in the RB cell was L = 0.106 cm and the
aspect ratio Γ=57. The 3He convection experiments
extended over a range of reduced temperatures be-


tween 5×10−4 ≤ ε ≤ 0.2, where ε = (T−Tc)/Tc with
Tc = 3.318 K, the critical temperature. The trun-
cated - or damped oscillations were observed for ε ≥
0.009 and over this range the fluid compressibility
varies by a factor of about 30.


The scaled representation of the characteristic
times tosc and tp versus the Rayleigh number, and
the comparison with the results from simulations has
been described in ref.[8]. Good agreement for the pe-
riod toscwas reported. However a systematic discrep-
ancy for the times tp shows that in the simulations
the development of convection is retarded compared
to the experiments. This effect increases with de-
creasing values of [Racorr−Rac], where Racorr is the
Rayleigh number corrected for the adiabatic tem-
perature gradient as defined in refs.[1, 2] and Rac is
the critical Rayleigh number, 1708. This is shown
in Fig.1 of ref.[8], in particular in Fig.1b) for ε =
0.2 and q = 2.16×10−7 W/cm2 ([Racorr − Rac] =
635), where an experimental run is compared with
simulations for the same parameters. Here clearly
the profile ∆T (t) from the simulations shows the
smooth rise until the steady-state value, ∆T = qL/λ
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= 95 µK has been reached, where λ is the thermal
conductivity. Only at t ≈ 90 s. does convection
develop, as shown by a sudden decrease of ∆T (t).
By contrast, the experimental profile shows a much
earlier development of convection. Fig.1 of ref.[8] is
representative for the observations at low values of
[Racorr−Rac]. At high values, both experiment and
simulations show the convection development to take
place at comparable times, as indicated in Fig.5b)
of ref.[8], and specifically in Fig.2 a) of ref.[7], where
[Racorr − Rac] =4.1×105. It is the purpose of this
report to investigate the origin of this discrepancy
by further simulation studies.


II. CONVECTION ONSET


CALCULATIONS, SIMULATIONS AND


COMPARISON WITH EXPERIMENTS


El Khouri and Carlès[9] studied theoretically the
stability limit of a supercritical fluid in a RB cell,
when subjected to a heat current q started at the
time t = 0. Their fluid was also 3He at the crit-
ical density, and the same parameters as in ref.[1]
were used. They calculated the time tinstab and also
the corresponding ∆T (tinstab) for the onset of fluid
instability and they determined the modes and the
wave vectors of the perturbations for different sce-
narios of q and ε. For t > tinstab inhomogeneities in
the RB cell and noise within the fluid will produce
perturbations which will grow, from which the con-
vection will develop. An indication of the growth
of convection is a deviation of the ∆T (t) profile in
the experiments or in the simulations from the cal-
culated curve for the stable fluid (see for instance
Eq.3.3 of ref[6]). It is readily seen from simulation
profiles such as Fig.1a) and b) in ref.[6] that the de-
viation becomes significant for t only slightly below
tp - the maximum of ∆T (t). In simulations, the
effective start of convection can also be seen from
snapshots in 2D of the fluid temperature contour
lines at various times, as shown in Fig. 5 of ref.[10].


P.Carlès [11] has argued that the reason for the
discrepancy for the time tp between experiment and


simulation is that in the former, the physical system
has noise and inhomogeneities which cause the per-
turbations beyond tinstab to grow into the developed
convection. By contrast simulations have a much
smaller noise. Therefore in the simulations the per-
turbations take a longer time to grow than in the
physical system, leading to a larger tp than observed.
Carlès’ comment led us to try as a first step imposing
a thermal random noise on the top plate of the RB
cell, which was to simulate fluctuations in the upper
plate temperature control of the laboratory exper-
iment. The temperature of the plate was assumed
to be uniform, because of the large thermal diffu-
sivity DT ≈ 2 × 104 cm2/s. of the copper plate in
the experiments. Accordingly simulations were car-
ried out with a homogeneous time-dependent tem-
perature random fluctuation of given rms amplitude
imposed on the upper plate. This implementation
consisted in adding or subtracting randomly temper-
ature spikes Tt at the time t with a programmed rms
amplitude at steps separated by 0.02 s. This inter-
val is much larger than the estimated relaxation time
of the top plate over a distance 2L, approximately
the wavelength of convection roll pair. Values of the
variance A =


√
< (Tt− < Tt >)2 > were chosen be-


tween 0 and 40 µK. The range of the A values was
taken well beyond the estimated fluctuation rms am-
plitude during the experiments[1] of ≈ 1µK/


√
Hz.


Three representative curves with 0, 3 and 40 µK are
shown in Fig.1a) by dashed lines for ε = 0.2 for q=
2.16×10−7 W/cm2, L = 0.106cm and Γ = 5.1. For
this value of q, the calculation by El Khouri and
Carlès [12] give tinstab = 6.3 s and ∆T (tinstab) = 75
µK. In the simulation without imposed noise, the
start of convection has therefore been considerably
delayed relative to tinstab. The injection of random
noise has a significant effect in developing convec-
tion at an earlier time. In Fig.1a) the three curves
are also compared with the experimental one, shown
by a solid line. Here we have not incorporated into
the simulations the delay affecting the experimental
temperature recording, so that they could be inter-
compared more readily, and also with predictions[12]
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However this operation will be presented in Fig.4.
Further simulations with added random noise were
carried out for ε = 0.2 and 0.05 where the ∆T (t)
time profiles are not shown here.


Fig.2a) shows a plot of the time of the developed
convection, represented by tp, versus the random
rms amplitude A for three series of simulations, all
taken for a cell with Γ = 5.1. They are a) and b)
ε = 0.2, q = 2.16 and 3.89×10−7W/cm2, and c) ε


= 0.05, q = 60 nW/cm2, ([Racorr − Rac] = 635,
1740 and 4200). The simulation results, shown by
solid circles, are compared with the experimentally
observed tp shown by horizontally dot-dashed lines.
It can be clearly seen that noise imposition, which
creates a vertical disturbance across the fluid layer,
reduces the time of convection development. While
the decrease of tp is strong for small values of A, it
saturates at a certain level of noise amplitude. The
gap between simulations and experiment increases
with a decrease of [Racorr−Rac], namely as the fluid
stability point is approached. A “critical slowing
down” is seen in the effectiveness of the perturba-
tions in triggering the instability. Hence this mode
of noise introduction fails, because its amplitude is
limited to the vertical z direction and it evidently
couples only weakly into the convective motion.


In parallel with the present experiments, S.
Amiroudine[13] also carried out a systematic study
of simulations on supercritical 3He in a RB cell for
several values of ε and q. The resulting profiles
∆T (t) could be compared with those from experi-
ments done under nearly the same conditions. In
his simulations, homogeneous temperature random
noise was again imposed on the top plate. The shift
in tp showed less systematic trends than in the re-
sults described in this report. However for the same
values of ε and q as those reported above, and at zero
noise, the tp values tended to be somewhat smaller
than in the results of Fig 2a).


Here we mention that the onset of convection in
the simulations is further influenced by the aspect
ratio Γ. The simulations described above, but with-
out noise, were carried out in a cell Γ = 5.1 hav-
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FIG. 1: a) the temperature profile ∆T (t) from exper-


iments (solid line with noise) and from several simula-


tions (dashed lines) at ε = 0.2, q= 2.16×10−7 W/cm2.


In the simulations, Γ=5 and uniform temperature noise


has been imposed on the top plate with variance A(µK)


= 0, 3 and 40, as described in the text. b) Tempera-


ture profile ∆T (t) from several simulations at ε = 0.2,


q= 2.16×10−7 W/cm2, Γ = 8 and imposed lateral pe-


riodic, time independent temperature variations on the


top plate with period 2L and amplitude B(µK) = 0, 0.5


and 1.5.


ing periodic lateral boundaries. Further simulations
with zero noise for ε = 0.2 with Γ = 8.0, 10.2, 20.5
and 41.0 were carried out, and showed a decrease of
the convection development time from ≈ 90 s, tend-
ing to a constant value of ≈ 60 s. above Γ = 20.
This shift in the onset of instability is probably due
to the decreased finite size effect which the rising
plumes experience with increasing Γ, in spite of the
periodic boundary conditions.


The next step in our attempts, stimulated by
communications with P. Carlès, was introducing
perturbations into the simulations via some time-
independent lateral variation proportional to sin
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FIG. 2: a) The time for effective development of convec-


tion, characterized by tp, versus A (homogeneous tem-


perature noise imposed on the top plate). The horizon-


tal dot-dashed lines indicate the observed tp, corrected


for instrumental recording delay. b) The time for effec-


tive development of the convection, labeled by tp versus


B (lateral time-independent periodic temperature vari-


ations). The horizontal dashed line indicates tp as ob-


tained by experiment, corrected as before.


(2πx/P ) where P is the period. A periodic variation
in the spacing of the plates proved not to be feasi-
ble for our simulation code, and instead we opted
to introduce again a temperature variation in the
top plate with an amplitude B (in µK) and period
P=2L, nearly the same as the wavelength of a pair
of convection rolls. The temperature of the bottom
plate was kept homogeneous. This “Gedanken Ex-
periment” implies that the material of the top plate
permitted a temperature inhomogeneity, which of
course is not realized in the experiment. As a control
experiment, we also made a simulation with P = L.


Fig 1b) shows representative profiles ∆T (t) for the
parameters ε = 0.2 and q= 2.16×10−7 W/cm2 and
with B = 0, 0.5 and 1.5 µK, and for Γ=8. For B =
0, the effect of having a larger Γ, namely 8 instead of
5.1, can be seen by comparing with the curve A=0
in Fig.1a). As B is increased from zero, there is a
large decrease in the time for convection develop-
ment, represented by tp, which is plotted versus B
in Fig 2b). The horizontal dashed line shows the tp


from the experiment, and this plot is to be compared
with Fig. 2a). For an inhomogeneity amplitude of
only B= 0.5µK, tp is nearly the same for simula-
tions and experiment. By contrast, simulations with
B=2µK and P=L (not presented here) show no dif-
ference from those with B=0. Hence the nucleation
of the convection is accelerated if the period is in ap-
proximate resonance with the wavelength of a con-
vection roll pair. The values of steady-state ∆T and
tosc are only marginally affected by the noise.


We note from Fig.1b) that the simulation curve
calculated for B = 0 shows the fluid not convect-
ing until ≈ 70 s. For the curves with B= 0.5 µK.,
the start of deviations from the stable fluid curve
cannot be estimated well from Fig.1b) but is readily
obtained from the data files, which tabulate ∆T (t)
to within 1 nK. For B = 0.5 µK, systematic devia-
tions δ∆T (t, B) ≡ [∆T (t,B=0) - ∆T (t,B)] increase
rapidly from 1 nK for t >8 s (where ∆T ≈85 µK),
a value comparable with the predicted tinstab= 6.3
s., ∆T (tinstab) = 75µK[12]. However a comparison
with predictions becomes more uncertain as B is in-
creased. This is because the changes in the base
heat flow by the periodic perturbations are not con-
sidered in the theory[12]. We also note that the time
interval δt ≡ [tp − tinstab] between the first sign of
instability (δ∆T > 0) and tp is ≈ 20 s, and roughly
independent of B. This represents approximately the
period taken by the convection to develop and for the
plumes to reach the top plate boundary.


In Fig.3, we present a series of 2D “snapshots” at
various times for the simulation with B = 0.5µK,
showing the temperature contour lines (in color) for
the RB cell. The “warm” side is shown by red,
T (t, z = 0) and the “cold” side by mauve, T (z = L)
= const. At t= 8 s. the fluid instability has just
started near the top of the layer, while near the bot-
tom the temperature contour lines are still horizon-
tal. At t = 27 s., where the peak of ∆T (t) at z = L


has been reached, the warm plumes have reached
the top plate, and the “cold” piston effect is about
to start, causing the bulk fluid temperature to drop
and ∆T (t) to decrease. The transient process con-
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FIG. 3: Snapshots in 2D for the RB cell with an aspect


ratio of 8, of simulations with B = 0.5 µK at various


times t after starting the heat current q. The temper-


ature contour lines and their evolution are described in


the text. At the time t = 9.9s, the fluid instability has


just started near the top.


tinues with damped oscillations of ∆T (t). Steady
state convection is reached at t= 80s, with a pair
of convection rolls having a wavelength of ≈ 2L, as
expected.


In Fig.4 we show the profiles ∆T (t) from the ex-
periment and from the simulations with a periodic
perturbation amplitude B = 0.5 µK. For an opti-
mal comparison, the delay affecting the experimen-
tal temperature recording was incorporated into the
simulation curve. For this, the delay function with
the instrumental time constant τ = 1.3 s. [1] was
folded into the simulation curve by a convolution
method. This operation retards the initial rise of
the temperature drop by the order of 2-3 seconds,
and brings both experiment and simulations into fair
agreement in the regime where the fluid is stable.
The time tp for the maximum is now closely the
same for both experiments and simulations. How-
ever beyond the predicted instability time tinstab=
6.3 s., the experimental curve starts to deviate more
rapidly with time than do the numerical simulations
from the calculated curve for the fluid in the sta-
ble regime. As discussed previously[2], for these pa-
rameters of ε and q the experiment does not show
damped oscillations, which are observed for higher
values of q. In the steady-state, the agreement is
very good.
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FIG. 4: Comparison of the profile ∆T (t) from experi-


ment and from simulations with B = 0.5 µK . To make


the comparison realistic, the simulations have been con-


voluted with the same “instrumental” delay time τ =1.3


s. which has influenced the shape of the experimental


curve.


Our goal has been to show that injecting a small
temperature perturbation into the top plate, pro-
duces for the simulations an earlier start in the con-
vective instability, which becomes consistent with
experimental observations. For this, we have lim-
ited ourselves to an example at a low value of
[Racorr − Rac], where the delay has been particu-
larly large with respect to the experiment.


III. SUMMARY AND CONCLUSION


We have presented a comparison of numerical sim-
ulations with experimental data investigating the
transient to steady convection after the start of a
heat current through a supercritical 3He layer in a
RB cell. Here the temperature drop ∆T (t) across
the fluid layer versus time t was studied. The aim
was to understand and to reduce the discrepancy
between experiment and simulations in the time of
the convection development, as detected by ∆T (t).
Simulations for one set of fluid parameters (where
the largest discrepancy had been observed) are re-
ported with imposed temperature variations on the
top plate. Satisfactory results were obtained for spa-
tial lateral temperature variations with an amplitude
of 0.5 µK and a period approximately equal to that
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of the wavelength of a convection roll pair. As the
perturbation amplitude is further increased, the de-
velopment of convection occurs earlier than the ob-
served one.
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1. Introduction to stress1. Introduction to stress--driven instabilitydriven instability


σ0


Start with a solid in equilibrium with its melt.  
Apply external stress.


Q: what happens to its shape?
solid


melt


σ0


Theoretical study by: Asaro-Tiller-Grinfeld*


(Asaro-Tiller started their theory work on cracks and corrosions induced by stress.  
Grinfeld independently generalized the theory to apply to other situations.)


A: beyond a threshold stress, the surface is predicted to 
become unstable and to develop corrugations.


Present research: use solid 4He in contact with superfluid 
melt to experimentally study the predicted instability.
*Asaro, R.J.Tiller, W.A, Mettal. Trans. 3, 1789(1972).
Grinfeld, M., Soviet Phys. Dokl. 31, 31 (1986).







2. Phenomena related to stress2. Phenomena related to stress--driven instabilitydriven instability
(1)Giant's Causeway Northern Ireland(1)Giant's Causeway Northern Ireland


These are photographs for Giant's Causeway in Northern Ireland. These geologic formations are 
thought be formed by the rapid cooling of molten lava.   The rapid cooling can produce large 
stresses within the lava.  These stresses are thought to have produced these patterned surface 
formation.  So this is (possibly) an example of stress-driven instability on a grand geologic scale.  
Of course, the natives have another theory based on a fight between Giants.  But, that's another 
story.







(2)Drying starch(2)Drying starch


Structures somewhat similar to the Giant's 
causeway can be produced in a kitchen.  Muller* 
made the observation by drying a beaker of wet 
starch.  The photos at right show the regular 
pattern seen after drying.  This may be another 
example of stress-driven instability effect,  now on 
the mm scale rather than meter scale.


*G. Muller, J. Volcanology and 
Geothermal Research 86, 93(1998)







(3) (3) nanonano--structures by selfstructures by self--organizationorganization
Strain mediated self-organization of {105} 
facetted SiGe crystallites in a SiGe/Si
superlattice grown on Si(001). a 1 µm×1 µm
AFM image of the 20th alloy layer of a 20×(2.5 
nmSi0.25Ge0.75/10 nm Si) multilayer film, color 
scale range: 20 nm. (The inset: the 2D power 
spectrum
calculated from a 5 µm×5 µm image). 


3D AFM image of multiple adlayers of Si-Ge
grown on Si substrate. 


C. Teichert, Applied Phys. A76, 653 (2003)


The lower figure is an AFM image of the multiple layers 
of Silicon-Germanium grown on top of Silicon 
substrate.   As the number of adlayers is increased, 
there is an island like pattern that develops on a nano-
meter scale. The driving mechanism for this is thought 
to be the shear stress between the substrate and the 
adlayer.  The stress comes from the lattice mismatch.
The mass motion is the atomic diffusion on the surface.







3. Intuitive picture of stress3. Intuitive picture of stress--driven instabilitydriven instability
(no gravity, no surface tension)(no gravity, no surface tension)


begin with solid 
under zero stress


Eregularapply uniaxial stress


fluctuation moves 
one element, with
constant stress


Ecorrugated = Eregular


without stress, 
solid relaxes Ecorrugated < Eregular


→ instability!


The idea of stress-driven instability is illustrated with the help of these cartoons.  Start with a piece 
of solid with no stress.  Apply uniaxial stress from the side.  The solid accumulates an elastic 
energy with regular strain.  Suppose, by fluctuation, a cell melts and forms on top surface.  If the 
all cells retain the regular shape, there is no change in elastic energy.  If the cells at the bump and 
the dip are allowed to relax, the elastic energy will decrease. The process is then unstable and 
leads to instability.  The effect is different from Euler buckling instability which occurs under 
compression only.  And it occurs without mass transfer.  I emphasize that the mass transport is 
important in this rearrangement instability.







quantitative basisquantitative basis
((includingincluding gravity and surface tension gravity and surface tension ---- these oppose surface deformation)these oppose surface deformation)
Assume: surface height profile: h(x) = η Cos(kx)
net energy cost: U = (gravity) + (surface tension)+ (elastic energy) 


g = gravitational constant


γ = surface tension ~ 0.3 dyn/cm


σ = Poisson's ratio


E = Young's modulus


σo = Applied stress
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When the critical stress (or strain) is 
exceeded, corrugation with wavelength 
(λC) of ~ 6 mm should appear.


σc = 2.4x104 dyn/cm2  or uc = 8x10-5 (critical strain)


The instability on the preceding page due to the decrease in elastic energy is opposed by 
gravity and surface tension.  So at low stress levels, the surface remains flat.  Beyond some 
critical stress, the instability sets.  The instability can be made quantitative by considering 
sinusoidal surface height profile.  Analysis shows that when a critical stress is exceeded, 
corrugation of wavelength of about 6 mm should appear.  We wish to study this stress-
induced instability on solid He-4.  The critical stress or critical strain is easily achievable on 
solid He-4.  Note the importance of gravitational acceleration constant.







small stress small stress belowbelow critical stresscritical stress
applied stress 
increases the elastic 
energy of solid …
chemical potential 
increases …
equilibrium is broken


chemical potential 
of liquid must 
increase to come to 
equilibrium … solid 
melts!
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= fsolid = free energy/vol


σ = Poisson's ratio


E = Young's modulus


Assume isotropic solid for simplicity


equilibrium is maintained if →


= 3x108 dyn/cm2 solidHe


= ~1011 dyn/cm2 Lead
The height of solid decreases under stress.


δh = − 8.2x10−11 σ0
2 (cgs)


What happens if the applied stress is less than the critical stress?  Under stress, the chemical 
potential of the solid increases.  In equilibrium, the chemical potentials of the two phases 
remain equal.  To maintain equilibrium, the chemical potential of the liquid must then 
increase.  That means, the solid should melt and the liquid depth should increase.  We wish 
to observe this as a check on the applied stress in the linear response regime.







Why use solid HeWhy use solid He--4?4?
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Advantages:
• high purity


• superfluid "melt"


rapid heat transfer


• small latent heat


• rapid melting and freezing


• relative ease in growing crystals


• mm scale corrugations


superfluid
normal phase







4. Apparatus4. Apparatus
interferometer method to detect surface profile
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optics table base


OpticsTable
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BS, beam splitter 
or half-reflecting mirror


M1 M2
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Window


solid He-4


interference pattern 
(to room temp optics
via fiber bundle)


PZT stress applicators
(x2, not shown)


Single mode 
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(incident laser beam
from room temp)


beam expander pipe


1 K reservoir


Interferometer Apparatus 
August 2003


solid He 
chamber


optics table


beam 
expander


ccd camera


optical fiber 
image conduit


We have constructed an interferometer 
apparatus to observe the solid height profile.  
Illumination He-Ne laser beam is fed into 
vacuum can at low temperature with an 
optical fiber. The beam goes through an 
expander and split into a reference beam
and a probe beam.  The probe beam goes through the chamber containing solid and liquid.  The 
two beams combine to form an interference image.  The difference in index of refraction and the 
spatial dependence of the solid height leads to changes in interference pattern.  The interference 
image is captured with a CCD camera.







Process of formation, growth Process of formation, growth 
and melting of solid and melting of solid 44HeHe


T = 1.2 K  T = 1.2 K  PPmeltingmelting ~ 25 bars~ 25 bars


10
 m


m
17 mm


chamber


laser


all liquid      → solid seed appears → solid spreading   → flat solid surface


5. Results


time sequence of interference pattern as solid grows in the chamber 
(total elapsed time = 70 min.)


A schematic of the chamber is shown.  The movie shows the development of interference pattern from liquid.  
The temperature is near 1.2 K.  Initially, the chamber contains all liquid near melting pressure.  The pattern is 
caused by the misalignment of the two mirrors.  The pressure is increased by forcing liquid into the chamber.   
A solid seed can be seen in the second video frame.  Solid begins to grow and spread across the chamber 
bottom as in the third frame.  As more helium is introduced, solid spreads all over the bottom surface of the 
chamber.







applying stress to solidapplying stress to solid
Piston attached to PZT pushes or pulls on solid.Piston attached to PZT pushes or pulls on solid.


stress by piston 
attached to PZT


strain  = 5.8x10−8 x (applied voltage), 0 < strain < 2x10-4


Convert fringe (or phase) shift  → height change (1 fringe shift = 93 µm)


Stress is applied from one end of the chamber as shown.  We use a tubular PZT to push a 
piston which in turn pushes or pulls on the edge of solid.  We can apply more than 4500 V to 
PZT.  The fringe pattern moves as the stress is applied.  The changes of fringe pattern is 
converted to phase shift and finally to height changes.







apply strain, u < apply strain, u < uucc
Uniform decrease in solid surface height is expected.Uniform decrease in solid surface height is expected.


u = −5x10−5


|uc| ~ 8x10−5


u


t


A strain smaller than the 
critical strain is applied at 
the beginning and is 
removed a little later.  We 
expect to see a uniform 
decrease in solid height.  
We see a linear slope 
appearing as shown.  
When the strain is 
removed, the surface 
profile returns to the 
original flat shape.  The 
profile motion is reversible 
but different from the 
expected behavior.







apply strain, u > apply strain, u > uucc
Corrugation on solid surface height is expected.Corrugation on solid surface height is expected.


u = −11x10−5


|uc| ~ 8x10−5


u


t


Let's see what happens when the applied strain is greater than the expected critical threshold.  We expect to 
see corrugations according to theory.  After the strain is applied, the surface profile develops an undulation as 
shown.  When the strain is removed, the surface profile does not return to the original flat profile.  The process is 
irreversible.  The wavelength of the undulation is 15 mm, not 6 mm as expected.  The onset of the undulation is 
not sudden as a function of strain.  The undulation sets in more or less gradually







Summary Summary 
(1)(1) Interferometer apparatus for measuring surface profileInterferometer apparatus for measuring surface profile


(2)(2) For small strains, the expected linear decrease in height For small strains, the expected linear decrease in height 
is is notnot seen. seen. 


(3)(3) For large strains, undulation and irreversible For large strains, undulation and irreversible 
deformations begin to set in, but we cannot yet make deformations begin to set in, but we cannot yet make 
clear connection with stressclear connection with stress--driven instability theory.driven instability theory.


Torii and Torii and BalibarBalibar have observed appearances of deformations have observed appearances of deformations 
beyond threshold stress on beyond threshold stress on 44He solid surface. He solid surface. 
The difference of our results from theory real?  We are not readThe difference of our results from theory real?  We are not ready to y to 
claim in affirmative.claim in affirmative.
To be able to answer:To be able to answer:


improve crystal growth techniques improve crystal growth techniques …… orientation, annealing, orientation, annealing, 
better pressure controlbetter pressure control
improve homogeneity of stress improve homogeneity of stress …… better alignment with vertical, better alignment with vertical, 
better understanding of interaction between solid Hebetter understanding of interaction between solid He--4 and walls4 and walls
improve opticsimprove optics
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CHAPTER 7           FUNDAMENTAL PHYSICS TECHNOLOGIES FOR 
                                 EXPLORATION AND ASTRONAUT HEALTH
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           SQUID and Other Technologies
                  by Bob Silberg, Raytheon   


 
James Adams of Marshall Space Flight Center discussed radiation hazards and 
countermeasures for human space flight.  He posed the problem of understanding the 
effects of ionizing radiation on astronauts, and suggested such possible countermeasures 
as material and magnetic shielding, and operational and biological countermeasures.  
Regarding material shielding, he said that rather than attempt to stop heavy ions 
completely, the best strategy would be to break up heavy ions into light ions.  Hydrogen 
would be best for this, since it would put a lot of target nucleons in the way. 
 
Claudia Tesche of the University of New Mexico reported on the use of 
magnetoencephalography (MEG), applying superconducting instruments (SQUIDs) to 
detect magnetic fields generated in the brain, to explore psychological issues by 
correlating behavior with the observed neural activities  Tesche also cautioned that since 
transcranial magnetic stimulation (TMS) stimulates the brain, caution needs to be 
exercised regarding the use of magnetic levitation.   
 
JPL’s Slava Turyshev gave an overview of the role of fundamental physics in human 
space exploration.  He discussed new technologies and materials, radiation 
countermeasures, wearable computers and EVA suits, and sensors and devices for life 
support.  He described carbon nanotubes as an advanced material that could be of great 
use within five to seven years. 
 
Talso Chui, also of JPL, spoke of the development of flight SQUIDs for applications in 
planetary exploration.  He said the SQUID is the lowest-noise preamplifier available, 
about 100 times better than the transistor.  It is noninvasive and is not affected by 
insulating tissues and bones, which gives it an advantage over electrical signals in 
medical imaging.  He concluded that the flight SQUID development program for 
fundamental research on the ISS can be redirected to address human health issues related 
to space travel, and that a mini-MRI stands out to be most suitable for space flight.  It 
may be possible to design a modular demountable SQUID unit for multiple functions 
related to space exploration. 
 
Michael Romalis of Princeton University said that his team has developed a high-
sensitivity and high-spatial-resolution atomic magnetometer based on measurement of the 
Larmour frequencies of gaseous atoms.  This atomic magnetometer provides an 
alternative to the SQUID for diagnostics and medical monitoring in space, with the 
advantage of not requiring superconductors or bulky dewars for cryogenic cooling. 
 
Virendra Sarohia of JPL called for adoption of principles found in biological systems to 
improve engineering of autonomous systems for space exploration.  He said that bio-
engineered systems could substitute information for spacecraft mass to greatly decrease 
mission launch cost.  He spoke of human-machine partnerships, closed ecosystem 
management, artificial neural networks, nanoscale fluid mechanics, self-healing systems 
(such as self-correcting integrated circuits), and the redesign of microbes to detect and 
remedy chemical/environmental problems. 







 
Ron Walsworth of the Smithsonian Astrophysical Observatory spoke about designing a 
low-field MRI instrument using spin-polarized noble gas NMR.  Such technology, which 
is useful for noninvasive biomedical imaging of the lungs in action, would also be good 
for monitoring astronauts, and for NMR probes of porous and granular media (rocks of 
the Moon and Mars, for example).  He said this has interest from NASA’s bioastronautics 
program, and observed that many of the things that interest fundamental physicists are, 
with a little twist, also of interest to the Moon/Mars program.   
 
 







Radiation Hazards and Countermeasures for Human Space Flight 
 


James Adams 
Marshall Space Flight Center 


 
The protection of astronauts from the hazards of ionizing radiation in space is a moral and 
legal obligation of NASA. If there are to be manned deep-space missions, means must be 
found to provide this protection. There are two parts to providing this protection: 
understanding the effects of space radiation on humans so that radiation exposure limits 
can be established; and developing countermeasures so that exposures can be kept below 
these limits. This talk will cover both parts of this problem. 
 







Using MEG to Explore Issues in Psychology 
 


Claudia Tesche 
Department of Psychology 
University of New Mexico 


ctesche@unm.edu 


 
     Psychology is the study of human behavior. Research in my laboratory in the Department of 
Psychology at UNM, and in many other laboratories dedicated to brain research, is motivated by 
the hypothesis that there is a biological basis for human behavior. We believe that human 
behavior is the product of ongoing processes in the brain and is thus constrained by and emerges 
from the structure, connectivity and function of specific brain structures.  
 
     We now have a remarkable set of tools that allow us to map the human brain in exquisite 
detail. We can image brain anatomy, chemistry and metabolism, and even monitor the dynamics 
of neuronal population activity from outside the head. The goal of non-invasive functional 
neuroimaging studies is to correlate observations of brain activity with behavior over the entire 
lifespan of the human nervous system, from several months before birth into old age. Measures of 
ongoing brain activity may provide a remarkable opportunity to both predict and control 
behavior. Finally, individuals who suffer from a wide variety of mental disorders display 
significant differences from normal subjects in both brain structure and function. Characterizing 
these differences aids in the diagnosis of disease and may also contribute to the evaluation of the 
efficacy of a wide variety of clinical interventions. 
 
     A partial list of neuroimaging methodologies includes magnetic resonance imaging (MRI), 
magnetic resonance spectroscopy (MRS), functional magnetic resonance imaging (fMRI), 
magnetoencephalography (MEG), electroencephalography (EEG) and transcranial magnetic 
stimulation (TMS). These tools are used by the community both separately and in various 
combinations. I will now describe each of these methods briefly, and then discuss in some detail 
the use of whole-scalp magnetoencephalography to image ongoing neuronal activity within the 
human brain. 
 


      Structural information, including brain 
connectivity, is usually obtained through 
MRI. The signals are magnetic-field 
dependent radio frequency emissions from 
the nuclei of atoms. Structural MRIs provide 
a platform for integration of data across 
different imaging modalities. 
  
   MRS is performed with the same scanner 
used to perform MRI. MRS allows us to 
image the spatial distribution of chemical 
compounds within the brain that are of 
biological significance.  


 
     Functional MRI is a clever way to turn a metabolic artifact seen on MR images into a signal 
that correlates well with functional brain activation. The spatial resolution of this method is 
excellent, but the temporal resolution is limited to ~ 100 ms.     







               
     MEG and EEG are sister technologies. Both record the effects of 
current flow in the brain, and thus are a direct measure of neuronal 
activity. The image at the left shows a commercial MEG array of 306 DC 
SQUID (Superconducting Quantum Interference Device) sensors located 
in a cryogenic dewar (VectorViewTM, Elekta Neuromag, Ltd). The 
temporal resolution of both MEG and EEG is exquisite, on the order of 
milliseconds or better. The spatial resolution is ~0.5–1 cm, although 
there are some interesting issues associated with data inversion and 
interpretation. 


      
     Importantly, although fMRI, MEG, EEG, and to some extent, also MRS, can identify brain 
areas that are active during processing of sensory input or the performance of some task, none of 
these methods can prove that a given brain area is essential for a specific behavior. Being “on-
line” for the reception of information is not necessarily the same as being ‘in-line” and critical for 
the generation of a specific behavioral response. 
 
     Lesions produced by either surgical, cryogenic or chemical methods have been used for many 
years to probe the criticality of specific brain structures to behavior in animal studies. Such 
research is impossible for ethical reasons in humans, although patients that present with lesions 
have provided invaluable information on the localization of function in the human brain. TMS 
provides a method for creating a temporary “functional lesion” in a brain structure or network in 
normal human subjects. If the application of a brief TMS pulse or train of pulses changes the 
subject’s behavior, then we can be fairly certain that this area or network is an active player in 
that task.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
     TMS and MEG are reciprocal methodologies. In TMS, a figure-of-eight coil located above the 
scalp is used to create changes in the magnetic field strength. External magnetic fields easily 
penetrate the skull. Thus changes in the current flow in the coil can be used to create time-
dependent electric fields within superficial cerebral cortex. The induced electric field depolarizes 
cell membranes, and drives current flow within the dendrites of the cortical neurons. The 
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Dendrites / axons of pyramidal neurons 


Electric field 


Coil Magnetic field 







dendrites are branching, tree-like structures of nerve cells that receive inputs from other nerve 
cells. TMS can also stimulate the axons of nerve cells. These are the tracts that connect nerve 
cells to nearby or more distant target cells in the brain.  
 
     In MEG, the situation described above is reversed. Current flow in the dendrites of a local 
population of neurons generates a magnetic field that is linked into a pickup-coil located over the 
scalp. Changes in the magnetic flux threading the pickup loop are sensed by a DC SQUID detector 
located within a cryogenic dewar placed over the scalp. 
     
 
 
 
 
 
 
 
 
 
     The images shown above illustrate a very important feature of brain organization. The 
cerebral cortex is a thin, convoluted sheet of neurons that covers the outer surface of the brain. 
Localized patches within cortex appear to do specific calculations. Some areas process visual 
input, other areas are associated with movement, and so forth.  The various areas are connected 
together through axons that are bundled up into fiber tracts. On the left we see a beautiful image 
of the dissected brain viewed from above. The front of the head is at the top. The wrinkly cortical 
sheet on the left side of the brain is connected to the cortex on the right side through a thick 
bundle of axons: the corpus callosum. Can we use functional neuroimaging methods to image the 
consequence of this massive connection between the left and right hemispheres of the brain? Yes!  
On the right, we see contour maps of scalp EEG potentials recorded from a normal human subject 
(Ilmoniemi et al. 1997). The contour maps are visualized over 3-D rendering of MR images of the 
subject’s cerebral cortex. The view is looking down at the brain from above the head. In this 
study, TMS has been used to activate a small patch of cortex on the left. Within 10 ms this 
activation has spread through the corpus callosum to the opposite hemisphere. 
 
Take-home message:  the brain is connected together in a very discrete and highly 
organized fashion. We need more than just a map of the locations of different processing 
centers. We need to understand the connections between different areas, and the dynamics, 
on a millisecond timescale, of the activation of all of the components of a vast number of 
functional brain networks.  
 
     MEG provides a powerful tool for the observation of brain dynamics. Commercially available 
whole-scalp MEG systems now consist of ~100–300 DC SQUID magnetometers mounted into a 
cryogenic dewar. The SQUID sensors measure the very weak magnetic fields generated by 
current flow in the dendrites of neurons in the brain. There are approximately 60 such systems 
now in operation in clinical and research settings worldwide. Basic research is now underway 
using MEG arrays on a wide variety of different topics, including sensory processing, attention, 
working memory, language, executive function, emotional processing, classical conditioning, 
movement and temporal estimation. Clinical research studies include epilepsy, stroke, 
Parkinsons’ disease, schizophrenia, autism and dyslexia. The main clinical applications are in the 







functional localization of regions of cortex that are critical to vision, hearing, language and 
movement, and also the localization of areas that appear to initiate epileptic seizures. These 
epileptic foci may be removed either surgically or from outside the head with a gamma-knife. 


 
     How is MEG used to map network phenomena in the normal 
human brain? We utilize an inversion algorithm to convert the 
signals from the SQUID detectors into current flow throughout the 
brain. The image at the left shows an example of current flow 
projected out onto a triangular mesh model of the surface of the 
brain. The view is of the back/left of the brain, with the front of the 
brain on the left. The regions of high activation, shown in 
yellow/red, are generated by brain processes supporting 
movements of the right index finger. These movements were cued 
by visual stimuli. Activity can be seen in the back of the brain in 
areas associated with visual processing, and also in the front of the 
brain in areas associated with the generation of movement.  


 
     Before we go any further, we must discuss an issue that complicates interpretation of both 
MEG and EEG data. Magnetic and electric signals recorded outside the head may be modeled by 
any one of an infinite number of current distributions within the brain. This is the so-called 
“inverse problem,” although it really isn’t a problem at all, but rather a statement of fact. The 
consequence of this ambiguity is that the community has spent a great deal of time inventing 
different inversion algorithms that convert MEG/EEG data into current distribution within the 
brain. The properties of these algorithms have been investigated through numerical simulations. 
However, numerical simulation cannot test the validity of the results of any given algorithm.  


 
    The flow chart on the left illustrates the use of 
numerical simulations to “check” a collection of inverse 
algorithms. Any given set of MEG data can be inverted 
using the algorithms A1–A3. Each of these generates 
solutions for current flow in the brain S1–S3.  These 
solutions may be quite different. However, if the 
algorithms are implemented “correctly,” then all the 
magnetic field patterns M1–M3 computed from each of 
the distributions should faithfully reproduce or 
approximate the original MEG data. 


 
 
     The flow chart on the left demonstrates that there is 
no way of determining the “correct” inversion algorithm 
from within the MEG data itself. If the actual current 
distribution used to generate the magnetic field pattern 
was S3, one of the algorithms (A3) may reproduce this 
distribution exactly. However all of the algorithms 
reproduce the measured MEG data.  


 
 
     We must also consider another, equally important problem, that of the tremendous 
complexity of the human brain. There are about 1011 neurons in the human brain. We can detect 







MEG activity from a population of about 104. We need to address the limitations inherent in both 
the "inverse problem" and also in what looks like (and is!) a gross under-sampling of the data. As 
a result, any interpretation of MEG and/or EEG data must rest on a vast body of previous brain 
research, including information obtained from anatomical, lesion and other functional 
neuroimaging studies. The bottom line here is that the exercise of judgment in MEG/EEG data 
interpretation is unavoidable.  
 
Take-home message: MEG/EEG are invaluable tools for exploring the dynamics of brain 
function, but cannot be used as “gold standard” methods. Verification of results requires 
other, more invasive methods. 
 
     What do we want to find out with MEG? We want to know how the brain works. Whole-scalp 
MEG arrays monitor ongoing activity all over the brain. Thus they are excellent tools for asking 
“big picture” questions about processes that may involve activation of very distributed brain 
networks. So lets ask a “big picture” question. How does the brain process information? Is there a 
“bottom up” flow of information from primary sensory receiving areas to higher order association 
areas where information is linked together, and then on to memory areas, where there is a 
comparison of the present input with past experiences, and then flow into some decision-making 
area, and finally activation of movement preparation and execution? This widely held “assembly-
line” view of the brain views brain processing as serial, initiated by sensory input. 
 
               A slightly more elaborate, but still “bottom-up” model is that sensory input is divided up 
into components (color, shape, texture, aroma, etc.) and these components are processed in 
parallel. Parallel processing can dramatically increase the speed at which the rather leisurely 
brain, clicking along at several to tens of milliseconds per calculation, can conduct feed-forward 
analysis. 
 
               A very different model is that the brain has a life of its own. We think, and therefore we 
are. Information flows primarily from the “top” down, from executive and memory areas to 
sensory receiving areas. We look for what we expect, and want, to see. Introspection supports a 
“top-down” model, but of course, we want to see the grinding of neuronal gears that might make 
all this possible.  
 
              The final, and most likely, possibility is that the brain may function through a complex 
combination of all of the above. 


 
     What help can anatomy provide to resolve this 
issue? Here is a simplified example of the layout and 
wiring of the motor system. We can see feed-forward 
connections, feedback connections and also numerous 
possibility for feed-forward and feedback loops. 
Interestingly, there are typically 10 feedback connections 
for every 1 feed-forward connection. This observation 
alone supports that top-down and/or network models 
should be given serious consideration. 


 
 
     How about functional complexity? Numerous PET and fMRI studies demonstrate that even 
fairly simple cognitive tasks, such as attending to “when” vs. “where” an event is happening, 
elicit activation of multiple brain areas. Thus evidence is beginning to accumulate that favors the 







view that the human brain undergoes complex, ongoing activity within multiple, interconnected 
and interacting cortical and subcortical networks. This ongoing activity is functional, and is 
gently modulated by, and affects, processing of sensory input.  
 
Take-home message: Our goal will be to use MEG to parse out and explore the dynamics of 
brain networks that support ongoing functional activity. 
 
     Now I need to explain just a bit about our methods. I mentioned that we have an issue with the 
“inverse problem.” Here is how we invert MEG scalp magnetic field signals into current flow in 
the brain. We use a minimum current estimate (MCE) algorithm (Uutela et al. 1999). We first 
make a boundary-element model for the conducting volume of the brain, including all cortical 
and subcortical structures. This model is used to solve the “forward problem,” checking that the 
magnetic field that results from any one of many possible current distributions really matches our 
data. We then select the current distribution with the minimum total amplitude. The MCE 
inversion captures small transients in the data, as well as sustained and oscillatory activity within 
multiple brain areas. 
 
     In my lab, we are now analyzing data from a 306-channel whole-scalp MEG array 
(VectorViewTM, Elekta Neuromag Ltd., located at the Helsinki University Central Hospital) with 
MCE inversion to study a wide variety of topics, including sensory processing, attention, working 
memory, associative learning, and generation of cued movement.  I will discuss results from one 
study here (Tesche et al. 2004). Five subjects performed a very simple task under the MEG array. 
Each subject saw a train of letters (“O”) presented one after another on a screen. The duration of 
each letter was 750 ms, with a 350 ms pause between letters, and the number of letters in each 
train was 10. There was a pause of 4.25 s between each train. The subjects were supposed to lift 
their dominant index finger every time they saw a letter, and relax it when the cue disappeared. 
They “keep time” with the visual cues. 
 
     Now, this doesn’t sound very cognitive compared to a study that might probe, for example, 
some kind of memory process. Let me describe a typical task that might probe working memory. 
Working memory is what allows us to do complex calculations. We are able to hold several bits 
of information in mind long enough to be able to manipulate and combine the components into 
new information. Working memory, when driven by the experimentalist, requires attention to 
presented stimuli, a short-term memory store, the capacity to manipulate the stored information 
(or at least, to follow our instructions), and finally generation of some behavioral response that 
we can measure. I might ask you to take all the numbers you see on a computer screen and add 
them together. If the number is even, cheer. If the number is odd, don’t. 
 
     What does our cued movement paradigm have to do with working memory? Many working 
memory tasks present information with a fixed or predictable temporal pattern. As a result, task 
performance may involve attention to and memory of the temporal pattern of the presented 
stimuli, as well as the information content. More importantly our performance on many externally 
defined tasks improves when we can predict what might happen next. In fact, one might argue 
that the primary function of the human brain is predicting the future and deciding what to do 
about it. 
       
Take-home message: The big question we are after here is: What brain networks mediate 
utilization of the capacity to predict future events? How do we learn to extract information 
about temporal patterns present in external stimuli and use that information to guide 
behavior? 







 
     Here are plots of the behavioral data for a single subject recorded during performance of the 
cued movement paradigm. The distribution of response times (RT) for each stimulus in the trains 
of ten stimuli show changes in the response time distributions with stimulus ordinal number. The 
subject reacts to the first stimulus S1 (the movements follow the cue), but begins to move in 
anticipation of subsequent cues.  The response time distributions begin to shift in time and 
broaden until the finger movements are synchronized with the presentation of the cues, although 
with quite a bit of variance. 


 
 
 
 
 
 
 
      
 
     We looked at the MEG data in two ways. We were interested in brain activity that was time-
locked with the presentation of the visual cues, and also activity that was time-locked with the 
finger lifts. We used MCE to image current flow in both cases. We were particularly interested in 
what happens during early learning, at about the 2nd cue in the train, and also what happens after 
they really get the hang of it, at about the 5th cue. 
 


      
     This is a snapshot of what’s going on in a 
window of 20 ms centered on the 2nd cue. 
 
 
 
 
 
This is a snapshot of what’s going on in a 
window of 20 ms centered on the 4th + 6th cues.  
 
 
 
 
 
This is a snapshot of what’s going on in a 
window of 20 ms centered on the 4th – 6th 
movements. 


 
 


 
     The images A and B suggest that we have captured a dynamic shift in the location of the 
activated brain areas as this subject learns to produce anticipatory movement. Interestingly, the 
rather striking similarities between the MCE images B and C, for activity time-locked with cue 
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presentation and movement respectively, are most likely a result of the mean RT being nearly 
coincident with cue presentation for the 4th – 6th cues.  
 
 
 
 
 
 
 
 
 
 
 
 
     
 
 
 
      We used the MCE inversions to select out volumes of activation (VOA) in left somatomotor 
cortex (A) and in left inferior cerebellum (B). We approximated activity in these VOAs with 
current dipoles and imaged these dipoles onto the subject’s MR images. The waveforms C– F 
show how these areas behave in time for different conditions.  Responses time-locked with the 
4th – 6th movements in left somatomotor cortex (C) are prominent immediately after the finger 
movements at t = 0. There is also quite a bit of activity throughout the epoch. Responses time-
locked with the 4th – 6th movements in left inferior cerebellum (D) are prominent prior to and 
following movement. Interestingly, this same source in the left inferior cerebellum shows activity 
that is time-locked with the presentation of the 2nd (E) and also the 4th – 6th (F) visual cues.     


 
     Why is it interesting to examine the inversion for activity in the cerebellum? About half of the 
neurons in the human brain are in the cerebellum. Remarkably, this structure has increased 
relative to the entire volume of the brain more than any other brain area, including our famous 
frontal cortex. Cerebellum is widely believed to be a “motor organ” and to participate to motor 
learning (Holmes 1939; Doyon et al. 1997; Doyon et al. 2002). Do human motor skills really 
require this much dedicated computing power compared to the other primates? There is now quite 
a bit of functional neuroimaging data that show cerebellar activation during a wide variety of 
cognitive tasks also (for a review, see Schmahmann 1997). Since the cerebellar cortex is very 
self-similar in structure, there is probably some core function or functions that this region is 
performing that involves cerebellum in a large number of different brain functions. There is quite 
a bit of controversy over what this function(s) might be, however. 
 
Take-home message:  Why is it especially interesting to observe cerebellar activity in the 
present context? Living in a low-gravity environment may be expected to induce significant 
cerebellar plasticity. The astronauts must adapt twice: once to learn motor skills 
appropriate to a space-based environment; and second, to learn or relearn skills 
appropriate to Earth. Interestingly, the cerebellar cortex is very self-similar, contains massive 
connections that link large regions of cortex, and demonstrates a fundamental form of brain 
plasticity. It is reasonable to consider that some changes in cognitive functions that involve the 
cerebellum might also accompany prolonged absence from an Earth-based environment. 
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Thus it may be quite useful to develop simple paradigms and methods to interrogate 
cerebellar function. 


 
     At this point, some members of the MEG 
community might be thinking, “Wait a 
minute! It’s impossible to see MEG/EEG 
signals from the cerebellum.” The reason for 
their concern is that the cerebellar cortex is 
highly foliated, or wrinkly, on a rather fine 
scale. If there is current flow within a patch 
of cerebellar cortex that includes cortex 
from both sides of a fissure, the magnetic 
fields from individual dipoles on each side 
will tend to cancel out. We will be left with 
a very complex external field pattern that 
falls off rapidly with distance (Figure from 
Schmahman 1997).  


 
     However, the figure above shows that the cerebellar cortex also has very deep fissures. These 
fissures, and the structure of the individual folia, both break any symmetry in the current flow that 
would lead to complete cancellation of the external magnetic field. The magnetic fields from 
flattened cerebellar cortex are very large (Okada & Nicholson 1988). Thus we are actually well 
positioned to see cerebellum with MEG. Would it be possible to detect the cerebellum with EEG? 
This would be much more convenient, especially for a space-based system. Although the 
traditional answer is NO, this question has not been fully explored using modern inversion 
methods. 


     What does our data tell us about the role of the cerebellum? Does it participate in processing of 
sensory input or modulate motor output? We have seen evidence for both. Is it involved primarily 
in timing, or perhaps in attention or working memory? A very general model for the cerebellum that 
has the potential to involve this structure in a wide variety of cognitive functions is that the 
cerebellum participates to adaptive control (Ito 1994; Thach et al. 1992; Ito 1993). In this model, the
cerebellum utilizes a prediction for future sensory input that results from a given movement for 
the construction of a comparison with ongoing sensory input. Discrepancies, or error signals, 
between the two are used to modulate the ongoing movement. However, the capacity to predict 
future sensory input may be useful for more than just tweaking the coordination of multiple 
muscle groups. Higher order brain function also involves coordination between multiple brain 
areas. Tweaking cognition may prove to be very similar to tweaking the action of multiple muscle 
groups. Finally, we suggest that the abstraction of a capacity to predict sensory input that 
accompanies movement to the prediction of future events, either internal or external, may be the 
“core” cerebellar function. 


 
     The wiring diagram of the cerebellum is unusually 
simple. There are two inputs to the cerebellar cortex: the 
mossy fibers; and the climbing fibers. There is a single 
output channel: from the Purkinje cells to the deep 
nuclei. We are most interested in the climbing fiber 
input to cerebellar cortex. This input originates in a 
brainstem nucleus called the inferior olive and is 
believed to represent error signals in the adaptive 
control model (Figure from Schmahmann 1997).   







 
 
     One of the great advantages of MEG is that we can observe, using non-invasive methods, 
oscillatory activity in the human cerebellum. The cerebellum is known to support two characteristic 
frequency bands of oscillatory activity. The characteristic frequency for inferior olivary input is 
about 6–10 Hz and for the mossy fiber input at about 25–45 Hz (Llinas and Yarom 1986). We 
have already demonstrated that MEG may be able to observe changes in the oscillatory component of 
cerebellar activity following stimulation of nerves in the wrist and fingers at both of these 
frequency bands (Tesche & Karhu 2000). 
 
     Why do we care about these oscillations? There is growing evidence that rhythmic activity 
may help to form transient functional links between different brain areas (Eckhorn et al. 1988; 
Gray & Singer 1989). Is the cerebellum part of this “orchestra of the brain”? Is it linked with other 
brain areas through oscillations? Can we see changes in shared oscillations that depend on what 
the subject is doing, or learning how to do? 
 
     We used the MEG data recorded during visually cued movement to investigate these issues. 
The subjects were learning how to synchronize finger movements to letters flashing on the 
computer screen.  We extracted waveforms for somatomotor cortex, the area of the brain that 
gives motor commands and receives immediate feedback sensations from the skin and joints of 
the finger and hand. We then computed the semicoherence spectra between waveforms for this 
area and all the MEG sensor channels for data time-locked with movement and with the visual 
cues. Then we used MCE in the frequency domain to find out what brain areas were coherent 
with somatomotor cortex. 
 


 
This is a snapshot of which brain areas are 
oscillating coherently and in phase with the left 
somatomotor cortex at 5.8 Hz during processing of 
the 2nd cue. 
 
 
 
 
This is a snapshot of which brain areas are 
oscillating coherently and in phase with left 
somatomotor cortex at 5.8 Hz during processing of 
the 4th + 6th cues. 
 
 


 
This is a snapshot of which brain areas are 
oscillating coherently and in phase with left 
somatomotor cortex at 5.8 Hz during processing of 
the 4th – 6th movements. 


 


 
     The images A and B demonstrate that the dynamic shift in the location of the activated brain 
areas observed in the time-domain data is mirrored in strong differences also in the frequency 
domain as this subject learns to produce anticipatory movement. Interestingly, the rather striking 
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similarities between the MCE images B and C, for activity time-locked with cue presentation and 
movement respectively, in these coherence data no longer reflect the similarities seen in the 
corresponding time-domain data. 
 
 
 
 


  
 
 
 
 
 
 
 
 
 
 
 
 
 
     We used the MCE inversion again in the frequency domain to identify current dipole 
approximates for VOAs undergoing coherent oscillations in phase with somatomotor cortex at 5.8 
Hz.  A coherence network was extracted from event-related averages time-locked with 


presentation of the 4th + 6th visual cues that included, A) the left extrastriate visual cortex, B) right 
parietal cortex, C) right anterior cingulate cortex, and D) right lateral cerebellum.  


   
     These data demonstrate that the left somatomotor cortex undergoes coherent oscillation at 5.8 Hz 
with both the right lateral cerebellum and areas associated with processing of visual stimuli. These 
seemingly disparate sensory and motor areas are not just active during the same epoch, as was 
noticed in the time-domain data, but, remarkably, contain neuronal populations that oscillate at a 
common frequency and are phase-locked with the presented stimuli.  
 
     Do cortico-cerebellar networks show evidence of plastic change during the development of 
anticipatory movement? We looked for changes at each frequency interval of the locations of
 sources in the cerebellum that were coherent with contralateral somatomotor cortex.  
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     The bar graphs above show the number of subjects with sources in cerebellum, pons and 
inferior olive that were coherent with contralateral somatomotor cortex as a function of 


frequency: A) sources unique to the 2nd cue, B) sources unique to the 4th + 6th cues, and C) sources 


common to both the 2nd and 4th + 6th cues.  
 
     Thus, the coherence networks that are active when the subjects are just beginning to predict 
the future are different from the networks that are active when they have really “got the hang of 
it.” This strongly suggests that these shared cortico-cerebellar oscillations really do reflect short-
term learning. Even the frequency of these oscillations makes sense, with many of the sources 
oscillating in a 6-12 Hz bandwidth that is characteristic of “error messages” presumed to originate 
in the inferior olive. 
 


Summary 
 
     What have we learned from this study? First, we have an exquisitely sensitive tool for 
detecting interactions between different brain areas in normal human subjects. We have an 
analysis method that allows us to parse brain activity into networks based on phase-locked 
coherent oscillatory activity. This is very important. The brain is immensely complex. We must 
have some way of simplifying our description of brain activity, something comparable to a set of 
“basis states” or a “periodic table.” The elements cannot be just static locations or connections, 
but must represent dynamic, transient, functional couplings. 
 
     A growing group of neuroscientists have used both non-invasive and invasive methods to 
identify coherence networks that link cortical areas, particularly during perception of complex 
visual input. We have used cued movement to discover that the cerebellum also can be part of 
transient coherence networks. This links the cerebellar half of the human brain with the cortex in 
mutual oscillatory behavior. 
 
     What is the program for the future? We plan to use MEG / MCE coherence analysis to 
characterize network phenomena in the human brain. We are interested in identifying plastic 
changes in these networks that may correlate with learning and memory processes and, 
importantly, may be used to predict behavior. We anticipate that these and similar methods will 
be used to study a wide range of sensory, motor and cognitive functions in both the normal and 
abnormal brain. 
 
     I have discussed for the most part application of MEG in basic research through the use of a 
representative study. MEG provides detailed information on the dynamics of brain function. We 
began with the hypothesis that human behavior is the product of ongoing processes in the brain 
and is thus constrained by and emerges from the structure, connectivity and function of 
distributed brain areas. We have access with MEG not just to superficial cortical areas, but also to 
deep brain structures crucial to memory and learning, to the hippocampus, the amygdala and also to 
the cerebellum. There is an ongoing program to use MEG to investigate a wide variety of brain 
dysfunction, including epilepsy and schizophrenia. Importantly, MEG may have the potential to 
observe subtle, developing abnormalities in brain function even before they are manifest in 
behavioral deficits. 
 
 
 
 







 
Final Comments: MEG in Space? 


 
     What might be the possible applications of a whole-scalp MEG array that might be of interest to 
NASA? An example of an earth-based study would be to investigate how brain functions that 
involve the cerebellum are changed by prolonged space flight. The cerebellar cortex is very self-
similar and highly interconnected. Does cerebellar plasticity induced by adjusting all motor 
programs to accommodate a low gravity or gravity-free environment impact other, more 
cognitive functions of human cerebellum? For example, cortico-cerebellar circuits are known to 
be essential for a fundamental form of learning, classical “delay” conditioning. Can we use MEG 
to scan brain function for subtle, developing deficits in cognition, even before overt differences in 
behavior are detected?  
 
     What about a space-based array? The engineering challenges that must be met to provide such 
a capability are considerable, and they include either the use of DC SQUIDs and their burden for a 
cryogenic environment or an alternative magnetic field sensor. Optically pumped magnetometers 
may be very interesting in this regard. However, even if the need for a cryogenic environment is 
eliminated, the tremendous effort by the MEG community to develop both hardware and software 
methods to reduce the effects of ambient magnetic field fluctuations, compensate for subject 
movement, implement artifact rejection and utilize a wide variety of data analysis algorithms for 
data interpretation should prove invaluable irrespective of the type of sensors envisioned. 
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Role of Fundamental Physics in Human Space Exploration 
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This talk will discuss the critical role that fundamental physics research plays for the 
human space exploration. In particular, the currently available technologies can already 
provide significant radiation reduction, minimize bone loss, increase crew productivity 
and, thus, uniquely contribute to overall mission success. I will discuss how fundamental 
physics research and emerging technologies may not only further reduce the risks of space 
travel, but also increase the crew mobility, enhance safety and increase the value of space 
exploration in the near future. 
 
The work described here was carried out at the Jet Propulsion Laboratory, California 
Institute of Technology under a contract with the National Aeronautic and Space 
Administration. 
 







Ultra-sensitive non-cryogenic magnetometer for space missions 
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Ultra-sensitive magnetic field measurements have long relied on SQUID magnetometers 
cooled by LHe or LN2. Our group recently developed a non-cryogenic atomic 
magnetometer that rivals the sensitivity of the best SQUID magnetometers. The device 
uses optically-pumped K vapor and detects the precession of the K electron spins in the 
magnetic field. A key factor in achieving high magnetic-field sensitivity is suppression of 
spin-exchange relaxation due to collisions between alkali-metal atoms, which is normally 
the dominant source of magnetic resonance broadening. Using the spin-exchange 
relaxation-free (SERF) atomic magnetometer we demonstrated magnetic field sensitivity 
as low as 0.5 fT/Hz1/2 and suppression of external magnetic-field noise with a multi-
channel gradiometer. A fT-level multichannel non-cryogenic magnetometer can find a 
number of applications on space missions. It will allow non-contact remote sensing of 
magnetic fields produced by the heart and the brain and could be used for continuous 
monitoring of astronaut's heart rhythms and of brain activity during sleep and in demanding 
mental tasks. Electrical measurements of this type have been widely used for health 
monitoring but require either electrical contact or proximity of the sensors. A fT-level 
magnetometer will also allow detailed studies of remnant rock magnetization on the Moon 
and Mars. 
 











