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SUMMARY & CONCLUSIONS 
Space exploration missions are often characterized by 

multiple phases and each phase in turn satisfies some 
objective or requirement. The success of the mission is 
measured by the degree to which these requirements are 
satisfied. Missions either aim to demonstrate a new 
technology, or to obtain new science data or a combination of 
both of these. During the mission design process, numerous 
trade studies are conducted between cost, performance and 
risk. At a very high level, the goal is to maximize the 
probability of achieving the most science return (or 
demonstrating the most technology) at the least possible cost. 
We consider the problem of maximizing this probability by 
quantifying the degree of importance of each requirement and 
it’s probability of being satisfied. The probability of a 
requirement being satisfied, in turn, is assessed by finding the 
aggregate of the probability of all the possible events that 
could prevent it from being satisfied. 

We assume a complete list of the requirements, the relevant 
risk elements and their probability of occurrence and the 
quantified effect of the risk elements on the requirements. In 
order to assess the degree to which each requirement is 
satisfied, we need to determine the effect of the various risk 
elements on the requirement. The complexity arises due to the 
fact that various risk elements that effect a requirement in 
question are not necessarily independent. Moreover, in order 
to compute the weighted average of the requirements, it’s 
important to take into consideration their dependencies. 
Therefore we carefully define the relationships between the 
elements within each category (intra-category) and the 
elements between the two different categories of risk and 
requirements (inter-category). 

I .  INTRODUCTION 
Assessment of the ability of a system (mission) to perform 

its required functions in a given time frame can be 
accomplished using appropriate modeling techniques. One 
such technique is a quantitative representation of the 
dependencies between the system (mission) requirements and 
their respective risk elements. The success criteria for the 
system are identified by the set of requirements that it is 
intended to achieve. Requirements have different weights 
from a systems perspective; some may be more important than 
others. The degree of system success is expressed as a 

weighted sum of the requirements attainment. Any event that 
prevents one or more requirements from being satisfied is a 
risk element. Risk elements appear in various forms. In some 
cases, they are decomposed into more atomic events. In other 
cases, they are combined to yield further risk elements. Both 
the combined and the decomposed elements may in turn effect 
one or more of the requirements specified in the system or 
mission success criteria. Moreover, requirements could be 
subject to the same process. They could be decomposed into 
more atomic elements, or combined to yield higher-level 
requirements. 

The problem that we address in this paper is assessing the 
expected degree of success of the system or mission based on 
the degree to which each requirement is satisfied and the 
relative weight of the requirements. We assume a complete 
list of the requirements, the relevant risk elements and their 
probability of occurrence and the quantified effect of the risk 
elements on the requirements. In order to assess the degree to 
which each requirement is satisfied, we need to determine the 
effect of the various risk elements on the requirement. The 
complexity arises due to the fact that various risk elements 
that effect a requirement in question are not necessarily 
independent. Moreover, in order to compute the weighted 
average of the requirements, it’s important to take into 
consideration their dependencies. Not taking these 
dependencies into account results in double counting some 
elements and hence an incorrect measure of the success of the 
system or mission. Therefore, the challenge that we encounter 
is carefully defining the relationships between the elements 
within each category (intra-category) and the elements 
between the two different categories of risk and requirements 
(inter-category). In addition, appropriately quantifying and 
modeling inter and intra category dependencies are crucial in 
estimating the exact measures of system success. 

We consider the degree to which each requirement is 
satisfied to be a function of the risk elements that affect it. 
The probability of occurrence of higher-level risk elements are 
assessed from their basic events using fault tree analysis 
techniques. 

2. MOTIVATION 
Space exploration missions are often characterized by 

multiple phases and each phase in  turn satisfies some 
objective or requirement. The success of the mission is 
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measured by the degree to which these requirements are 
satisfied. Missions either aim to demonstrate a new 
technology, or to obtain new science data or a combination of 
both of these. During the mission design process, numerous 
trade studies are conducted between cost, performance and 
risk. At a very high level, the goal is to maximize the 
probability of achieving the most science return (or 
demonstrating the most technology) at the least possible cost. 
We consider the problem of maximizing this probability by 
quantifying the degree of importance of each requirement and 
it’s probability of being satisfied. The probability of a 
requirement being satisfied, in turn, is assessed by finding the 
aggregate of probability of all the possible events that could 
prevent it from being satisfied. 

Objectives L 

each Requirement. These become DDP’s quantitative 
“impact” links. Note that multiple Risk Elements, to 
varying degrees, can impact a Requirement, and 
similarly a Risk Element can impact multiple 
Requirements. 
Represent the options for reducing risk, including 
preventative measures, development-time tests and 
analyses (which, by revealing the presence of 
problems, allow for their correction prior to flight), as 
DDP’s “Investments”. Each of these has associated 
resource costs (e.g., dollars, time, map, power). 
Investments may include technology investments, 
desigdarchitectural options, tests, analyses, process 

4. 

At JPL and NASA, the Defect Detection and Prevention 
(DDP) tool has been created by Cornford et al. [1,4,5] to 
address this optimization problem. In the following section, 
we briefly describe this tool. 

2.1 Defect Detection and Prevention 

“Defect Detection and Prevention” (DDP), is a simple risk 
model designed for application early in the lifecycle, when 
information is sparse yet the capability to influence the course 
of the development to follow is large. Cornford originally 
conceived of DDP specifically to facilitate assurance planning 
[8]. The core idea of DDP is to relate three sets of 
information: 
1. 
2. 

3. 

“Requirements” (what you want to achieve). 
“Risk Elements” (what can get in the way of attaining 
those objectives). 
“Investments” (what you can choose to do to overcome 
the problems).’ 

In DDP, relationships between these items are quantitative 
(e.g., how much a Risk Element, should it occur, detracts from 
an Requirement’s attainment). Such a quantitative treatment is 
key to DDP’s realization of the vision of “risk as a resource”, 
as espoused in [7]. This is one of the key ways that DDP 
differs from many of the purely qualitative approaches (e.g., 
QFD [9]) usually employed early in the life cycle. 

Cornford’s initial experiments used Microsoft Excel@ 
spreadsheets to manually explore the utility of the process. 
Positive results then led to development of custom software 
for the DDP process [ 11. Supported by this software, DDP has 
been applied to assess the viability of, and planning for, the 
development of novel technologies and systems for use on 
space missions [6,7]. 

The core steps of a DDP risk study are: 
1. Represent the success requirements of the spacecraft 

mission as DDP’s “Requirements”. User-provided 
weightings indicate the relative importance of these. 
Represent the plethora of all kinds of risks that could 
impede attaining those objectives as DDP’s “Risk 
Elements”. These can encompass a wide range of 
concerns: programmatic, technical, infrastructure, 
management and resources. 
Capture the extent to which each Risk Element, 
should it occur, would detract from attainment of 

2. 

3. 

Fundamental 
Requirements 

I . Objectives/ 
ReqyiremenlS Derived I 

Figure 1:: Requirements Flow Down and Ripple Effects of Option . 
controls, and operational solutions. 
Capture the extent to which each Investment, should 
it be applied, would reduce each Risk Element. These 
become DDP’s quantitative “effect” links. Note that 
multiple Investments, to varying degrees, can affect a 
Risk Element, and similarly an Investment can 
impact multiple Risk Elements, 

6. Select Investments that together cost-effectively 
reduce Risks (thereby leading to attainment of the 
Requirements). 

5.  

The DDP tool supports these steps. Its GUIs help users to 
enter, organize and edit the various kinds of information 
(Objectives, Effects, etc.). Quantitative calculations are 
performed automatically. For example, the magnitude of a 
Risk Element is computed as the product of its likelihood of 
occurrence (taking into account the reducing effects of 
investments) and its impact (sum of its impacts on the 
individual objectives). The overall purpose of DDP is to allow 
users to understand the often-complex interrelationships 
between Risks, Requirements and Investments, so as to guide 
their judicious selection of Investments. Further, it provides an 
optimization scheme that determines the optimal combination 
of Investments to employ for attaining a balance of risk and 
cost based on the preferences and constraints established by 
the decision maker. 

Mission design using DDP is in fact an interactive process, 
sketched in Figure 1. Fundamental requirements are the 
starting point. The objectives of the project and lower level 
requirements are derived from these fundamental 
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requirements. The events that can lead to the non-fulfillment flexibility of DDP is critical to easily capturing these 
of the objectives or the risk elements are then identified. 
Design choices are made to reduce the identified risks. These 
design choices, in turn, may introduce new risks and/or 
derived requirements. Therefore the mission design process is 
more cyclic than hierarchical and it takes a few Cycles to 
refine the initial design and produce an acceptable design. 
The mission design process is dynamic in nature, and the 

. refinements and modifications as the design matures. 

2.2 

we present a simple, Hypothetical ~~~~~l~ mission to M~~ 

Motivating Example (HEM) 

order to demonstrate the concept explored in this paper, 

Requirements Tree: 
1 : Get Sample 

1.1 : Go To MARS 
1.1 .I: Launch 
1.1.2:Cruise 
1 . I  .3: EDL 

1.1.3.1 : Land softly 
1 .I .3.2: Land precisely 

1.2: Dig the surface 
1.3: Collect sample 
1.4: Bring sample to earth 

1.4.1 : Rendezvous with orbiter 
1.4.2: Retum orbiter to earth 

2: Collect interesting data 
2.1: Go To MARS 

2.1 .I : Launch 
2.1.2: Cruise 
2.1.3: EDL 

2.1.3.1 : Land softly 
2.1.3.2: Land precisely 

2.2: Find interesting spots 
2.3: Take pictures 

2.4: Send data to earth 

Risks Tree: 

1: Sample transfer chain failure 
1 .I : Navigational issues 
1.2: Rendezvous failure 
1.3: Sample transfer failure 

2: Launch vehicle explodes 
2.1 : During launch 
2.2: During Cruise 
2.3: After rover has been seperated 

3: Environment variability 
3.1 : Dust storm season 
3.2: dense environment 

4: Poor aero maneuvering 
5: Insufficient Power 

5.1: Battery runs out during EDL 
5.2: Solar array failure during experimentation 

Figure 2: Hypothetical Example Mission to Mars 

(HEM). The objective of this mission is to send a rover to 
Mars to take interesting pictures and collect a sample and 
return to earth. The risk and requirements tree for this mission 
is as follow: 

The requirements tree summarizes the objectives of the 
mission into getting a sample and collecting interesting data 
and returning the sample and pictures taken to earth. Note that 
these two requirements have some common sub-requirements. 
For instance, in order to meet both of these requirements, we 
first need to go to Mars. Going to Mars, in turn includes 
having a successful launch, cruise and Entry, Descent, 
Landing (EDL) phase. The risk tree highlights some of the 
failure modes for this mission. These modes include the 
explosion of the launch vehicle, insufficient power and a 
handful of other risks that can impact one or more of the items 
in the requirements tree. Now let’s consider the effects of the 
risk items on the requirements. For instance, consider the 
“Environment variability” risk item. This has been classified 
into a “dust storm season effect” and a “dense environment 

effect”. It can have an effect on items “Land precisely”, “Get 
sample”, and “Collect interesting data”. Amongst the sub- 
items for the “Get Sample” item, the environmental variability 
can impact the items “Collect sample” and “Return Sample to 
Earth”. The problem that we address in this paper is 
quantifying each of these effects with consideration of the 
dependencies that exist within and in between each of the risk 
and requirements categories. In the following sections, we 
identify each of these dependencies and show how they can be 
classified and dealt with accordingly. 

3. APPROACH 

In order to calculate the exact requirement attainment 
measure, we classify and quantify the dependencies within 
and in between the Requirements and Risks categories. In 
DDP, these categories are represented with a tree-like data 
structure. Figure 2 shows a screen shot of a sample risk tree 
in DDP. 
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El a8 1 :Science/instrument risks 
2:Finite lifetime of detector elements 

1 3:lnterference from other instruments 
4:Deployment Complexity 
5:Self-Contami nation 
6:Environmental Impact 

1O:System level obsolescence 
1l:Changes in political climate 
12:Changes in supplier relationships 
13:NEPA Launch Approval 

7:lnsuificient power and data resources for operations 

9:Mission life exceeds congressional term 
B 8:Programmatic risks 

14:Judicial intervention 
n 15:Mission Design Risks 

8 aa 16:Environmental Issues 
E aa 17:Atmospheric effects 

18:Drag 
19.0 erosion 

1 20:Glow 
E ae 21 :Pressure issues 

22:Multipacting 
23:Paschen breakdown 
24:High pressure issues 

1 25:Vacuum compatability issues 

Figure 3: Example “Risk Tree” in DDP 

Note that the data structures are not trees in a graph 
theoretical sense because they may contain loops as two nodes 
may share the same child. In DDP, including the same child 
under each shared parent shows this. Nevertheless, we borrow 
from the terminology used for trees in graph theory. 

The goal is to obtain the exact requirement attainment based 
on the weight of each requirement, the effect of the risks on 
the requirements, and the probability of occurrence of the risk 
elements. Therefore, there are two main problems to be 
resolved. One is allocating the correct weight to each of the 
elements in the requirements category. In order to do so, we 
must carefully consider the dependencies that exist in this 
category. Let’s consider the following definitions and 
measures: 

0 Intra-system deoendencies: 

Independent elements: Element isn’t ancestor or descendent 
of other element, they don’t share any children, and the 
occurrence of one does not effect the other. 

Dependent elements: 
ways: 

Elements can be dependent in two 

Relational Dependence: Elements either have an 
ancestor-descendent relationship, or they share a 
parent or child. 

Sequential Dependence: The occurrence of one 
element depends on the occurrence of the other. 

In our hypothetical example (HEM), the two main 
requirements “Get Sample” and “Collect Interesting Data” are 
relationally dependent elements since they share the “Go to 
Mars” tree. The elements “Launch” and “Cruise” are 
sequentially dependent since we cannot cruise unless we’ve 
already launched successfully. 

Inter-system dependencies: 

Independent elements: Two elements fro” the same 
category that are not linked to any common elements (or any 
of its ancestor or descendents) in the other category. 

Dependent elements: Two elements from the same category 
that are directly or indirectly linked to at least one common 
element in another category. An indirect link indicates that 
one or more of their higher or lower level elements (ancestor 
or descendents) are linked to the same element in the other 
category. 

3. I Aggregating requirement weights: 

Now the question is how to allocate appropriate weights to 
each of the elements of the requirements tree based on the 
information that we elicit from the decision maker. It’s 
realistic to assume that the decision maker allocates weights 
only to the highest-level parents of the requirements tree. 
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Given that level of information, the best we can do is to divide 
it equally between the children at each level. The problem is 
that these requirements may not be independent. If there are 
only relational dependencies between the requirements, it's 
reasonable to assume that the value of an element that appears 
under several requirements is the sum of the weights that have 
been allocated to it under each of the elements. So, in order to 
allocate appropriate weights to each element in the 
requirements tree we follow the following steps: 

1. 

2. 
3. 

Elicit the value of each high-level parent node from 
the decision maker. 
Divide it equally between its children. 
For any child that has children: 

a. 
b. Continue until the depth of the tree is 

Divide its weight between its children. 

covered. 

Using this simple approach, all siblings assume the same 
weight under the same parents. However, an element that 
appears more than once in the tree has a total weight equal to 
the sum of the weights it assumes under each of its parents. 

If there are sequential dependencies between the different 
requirements, this indicates that we haven't broken down the 
requirement into it's different subsets, but we have specified 
the sequence of events that need to take place in order for the 
requirement to be satisfied. This information can be used to 
solve for the probability of satisfaction of the requirement 
using the probability of success (or failure) of the various risk 
elements that impact the sub-requirements. The solution 
techniques used for this purpose appear in the literature for 
phased mission system analysis [8] and are beyond the scope 
of this paper. However, the point to be addressed in this paper 
is that we don't allocate weights to sub-requirements that are 
sequentially dependent. In the case of HEM, there are values 
associated with each of the requirements "Collect interesting 
data" and "Get Sample", but none with their descendents. 

In DDP, we provide the user with the capability to assign 
arbitrary weights to each descendent. However, if the user 
only provides weights to the higher-level requirements, the 
weights are equally distributed between the descendents as 
explained above. 

The expected degree of requirement attainment is the 
weighted sum of the probability of attainment of each of 
leaves (or lowest level descendents) of a requirement. 

Note that we are assuming that a requirement simply breaks 
down or partitions into its children. For more complex 
requirement tree relationships, this simple approach may not 
work. 

3.2 Determining aggregate impacts: 

The next issue to be resolved is finding the degree to which 
each requirement is satisfied based on the probability of 
occurrence of the risk elements and the effects of the risk 
elements on each of the requirements. There are several 
points to consider in the course of this endeavor. 

In the context of DDP, we allow risk elements to have 
the following relationships with each other: A parent may 
be the logical AND or OR of two (or more of it's 
children.). In order to make sure that we don't double 
count the effect of a single risk element on a given 
requirement, we need to consider the various scenarios 
that might occur and find ways of dealing with them. 
First we consider the simple category of cases where the 
children are subsets of the parents. 

Category One: 
parents. 
The following cases may occur under this category: 

Children are simple subsets of their 

1. A requirement may be effected by a descendent 
and an ancestor. 

The issue is to ensure that we are not double counting 
the effect of the descendent by considering the effect of 
the ancestor at some level. To this effect we should start 
by matching the lowest level descendents to the 
requirements. If it turns out that some dependency is not 
covered at some level, that would indicate that the parent 
isn't properly partitioned into it's children and the union 
of the children does not equate to the parent. In that case, 
it would be necessary to define more children to cover the 
difference between the parent and it's children. 

2. An ancestor and descendent on the requirements 
side are dependent from an inter-category 
perspective. 

This indicates that an ancestor and descendent are 
mapped to the same risk element on the risk side. Note 
that they cannot be mapped to different generations of a 
risk element as we disallowed that in the previous clause. 
If the effect of that risk element on the ancestor is the 
same as its effect on the descendent, that means that we're 
probably double counting that effect. If the effect of that 
risk element on the ancestor is different, then again it 
indicates that at some level we haven't partitioned a 
parent into all its possible children and therefore need to 
add a child somewhere. In either case, we resolve this 
situation by disallowing such dependencies. 

Therefore for this category, where the children are simple 
subsets of their parents at all levels, we disallow inter-category 
dependencies of two elements, from either the risk or 
requirements tree, that have an ancestor-descendent 
relationship. 
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Category Two: Parents on the risk side are AND or OR’s 
of their children. 

The following cases may occur under this category: 

I .  A requirement may be affected by both the 
descendent of an OR gate and the OR gate itsel$ 

If a requirement is affected by a risk element, it will 
certainly also be affected by the OR of that risk element 
with any other element, based on the nature of OR gates. 
However, allowing both of these effects to be taken into 
consideration would result in double counting. Therefore, 
we disallow mapping an ancestor from the risk category 
to a requirement element, if any of its descendents have 
been mapped to that requirement. Therefore, if a 
descendent of an OR gate corresponds to an element in 
the requirements category, we disallow it’s OR gate 
ancestor to correspond to the same element. 

2. A requirement may be affected by both the 

If a requirement is affected by an AND gate, this indicates 
that the occurrence of all it’s children together will affect 
it. The effect of the individual children, in this case, isn’t 
considered. Therefore, in this case, we disallow the 
effect of the children on the requirement, once the effect 
of the AND gate has been established. 

descendent of an AND gate and the AND gate itself. 

3. An ancestor and descendent on the requirements side 
are dependent from an inter-category perspective 

This case is similar to its corresponding case in category 
one and will be treated accordingly. 
Consider the case where we have two different sources of 
power: solar arrays and batteries. The solar arrays are the 
primary source of power and the batteries are a backup 
source. The requirement “have sufficient power” will be 
affected by the risk element “ power failure”. The 
element, “power failure”, is in turn the AND gate with the 
two children “solar array failure” and “battery failure”. In 
this case, the parent, “power failure” affects the 
requirement, and the effect of its individual children is not 
apparent. 

4. CONCLUSIONS& FUTURE DIRECTIONS 

The results of this work are twofold. First it provides 
a clearer understanding of the relationship between the 
two categories of requirements and risks and clarifies the 
type and nature of the dependencies. Second, it 
establishes protocols for computing the exact 
requirement attainment measures based on the 
probability of occurrence of the basic risk elements. 

In the future, we plan on looking the dependencies between 
the two categories mentioned in this paper, and the 
“mitigations” category. We further plan on investigating the 
correspondence between the requirement and risk tree in the 
context of DDP and event trees and fault trees in the context 
of PRA (Probabilistic Risk Assessment.)[2,3] 
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