Abstract

The current transformation from a NASA of loosely coupled enterprises to “one NASA” which embodies cross-enterprise Agency Missions and an Integrated Space Plan, has created an important need for an overall integrated Agency wide approach to systems analysis. One NASA will only work if the agency assigns high priority to the development and deployment of a consistent methodological foundation supporting the selection and monitoring of R&D tasks that support new system concepts to enable future missions. This capability should be applicable at various degrees of abstraction depending upon whether one is interested in formulation, development, or operations. It should also be applicable to a single project, a program comprised of a group of projects, an enterprise typically including multiple programs, and NASA itself.

Emphasis here is on technology selection and new initiatives, but the same approach can be employed to deal with new system architectures, risk reduction, task allocation among humans and machines, etc. The purpose of this paper is to describe one such approach to achieving this capability.

This overall approach has been, and is being applied at JPL to a number of projects and programs, illustrative examples of which will be reported herein.

I. Introduction

The current transformation from a NASA of loosely coupled enterprises to “One NASA,” which embodies cross-enterprise Agency Missions and an Integrated Space Plan, has created an important need for an overall integrated Agency wide approach to systems analysis. One NASA will only work if the agency assigns high priority to the development and deployment of a consistent methodological foundation supporting the selection and monitoring of R&D tasks that support new system concepts to enable or enhance future missions.

This capability should be applicable at various degrees of abstraction, depending upon whether one is interested in formulation, development, or operations. It should also be applicable to a single project, a program comprised of a group of projects, an enterprise typically including multiple programs, and NASA itself.

START (STrategic Assessment of Risk and Technology) offers one approach to achieving this capability. Developed within the Strategic Systems Technology Program Office, a division of the Office of the Chief Technologist at NASA’s Jet Propulsion Laboratory, START offers systems for quantifying the features of each development candidate, assessing its risk, and calculating its probable return-on-investment.

Emphasis here is on technology selection and new initiatives, but the same approach can be employed to deal with new system architectures, risk reduction, task allocation among humans and machines, etc.

II. Methodology

The following describes the general procedure that the START team follows. It represents a significant departure from the process by which many important decisions about funding and technology selection have been made until now.
Though expert decision-makers may be guided by extensive experience and good judgment, they have human limitations. Usually, a decision-maker will consider only a few attributes when comparing competing technologies. Our system’s usefulness, as much as anything, is that it induces decision-makers to consider all of the pertinent attributes, and provides a sound method for using them in the decision-making process.

Even when a decision-maker is confident about a selection based solely on his or her experience and judgment, the START process can provide a valuable, objective foundation to support that decision.

Please note, however, that not all studies begin at Step 1 and continue through to Step 8. A sponsor may have determined the answers to early-stage questions before initiating a study. Or a study may focus on, for example, identifying and evaluating possible system architectures for a given mission (Step 3).

In some cases, we may be called upon to assess the usefulness of a particular technology that was funded as basic research. To take a hypothetical example, the developer of a particular nanotechnology might want to know how it could be put to use in NASA’s various programs. In such a case, we would employ a “bottom-up” approach, beginning at Step 5 and working upward to Step 2.

Frequently, we are called upon to split the difference: Working top-down until we’ve derived the capability requirements for a particular mission, then switching to bottom-up to identify the capabilities of a particular set of technologies that were funded as basic research. The case study, “Rover Autonomy #2,” described below, is a good example of this approach. The action lies in matching capabilities with capability requirements.

Here, then, are the Methodology steps:

1. Develop a clear, complete statement of the problem to be studied.

State the problem unambiguously, specifying what is to be maximized or minimized, with all pertinent policy, schedule, and budget constraints.

Probe to uncover any unstated assumptions that need to be taken into account. Unarticulated assumptions can undermine a study.

In a study of competing technologies, for example, the decision-maker might want to fund only as many technologies as can be brought to completion, or might prefer to fund all of the competing technologies at some level. If that preference is not stated at the beginning, the study may not provide the information that the decision-maker seeks.

Most often, we are asked to address the problem of maximizing science return subject to a given resource. However, our studies are capable of pursuing any number of other objectives, such as minimizing cost for variable range in performance, maximizing continuity of tasks, maximizing public interest, etc.

2. Identify top-level goal.

Identify top-level goals and quantify what would constitute satisfying those goals. For example, a mission to detect possible life one kilometer below the Martian surface would be one way to meet NASA’s goal of searching for life on other worlds. For NASA work, we draw goals, investigations, and experiments from NASA strategic plans and science working group meeting reports.

3. Develop or select one or more architectures for accomplishing the goal.

Design or select architectures (precise scenarios) for conducting specific subsets of the desired experiment. A study may address mission architectures, system architectures, or both. For example, for the goal described above, a mission architecture might include launching a spacecraft, landing it safely in a certain location on Mars, having a rover disembark and travel to where scientists suspect a pool of underground water, drilling to a depth of 1 km, retrieving a sample, analyzing the sample for signs of life, and reporting the results to Earth. A system architecture may be limited to the design and functions of the rover.
The START team can also help sponsors identify the time horizon they wish to target for development of their technologies. For example, estimated mission science return can be based on projected Code S and Code Y missions as depicted in their respective roadmaps from 2009 through 2025.

4. Identify the capabilities needed for the architecture.

Decompose the mission or system concepts into specific quantitative capability requirements whose importance is based on their estimated contribution to the objective stated in Step 1 (such as maximizing science return). Our models are capable of capturing interdependencies between capabilities. For example, a Mars rover’s sample acquisition capability depends on coordination of its sensing and manipulation capabilities.

5. Identify technologies that could provide the needed capabilities.

Assess technology candidates that purport to fulfill or partially fulfill the required capabilities. Capture uncertainties in their capabilities, using performance attributes and their probability distributions. Define each technology development task by at least four critical metrics:

a. performance requirement attributes
b. budget estimate
c. scheduled delivery date
d. risk level

6. Evaluate and rank the technology candidates to identify which to use or fund for development.

Rank technologies by calculating their contributions to all relevant capabilities and missions. Generate uniform unitless values to compare attributes with dissimilar metrics (for example, mass in kg, volume in cm³, cost in dollars, etc.).

Risk may be calculated and considered, both in terms of an individual technology’s risk of failure (useful in comparison with competing technologies), and in terms of the impact a technology’s failure would have on the entire mission.

Construct optimal portfolios (sets of technologies for the desired purpose) for the objective stated in Step 1 (such as maximizing the total science return within allowable cost limits and other programmatic constraints).

7. Validate results.

Though it is impossible to compare a study’s outcome with “truth,” we consider our results validated if they are consistent with all known information (experiments, models, expert opinion, uncertainties). If not, we reexamine the inputs and model assumptions that led to the study’s result.

8. Track and reconstitute the technology portfolio as needed.

Maintain an optimal portfolio as technologies mature and customer requirements change.

IIa. Validation

Validation is the process of comparing a model’s output with a real system or, lacking one, with an expert’s judgment. If the result is consistent with all known information and the expert’s opinion, we consider it validated. A positive validation confirms that the model’s output represents the most reasonable result, within the limits of uncertainty.

If a result is invalidated, we examine the model’s assumptions, revisit the inputs to see whether they were estimated accurately, and/or adjust for any new constraints that were not previously expressed.

It’s important to note that some degree of uncertainty surrounds every input, and some inputs -- such as the relative importance of a particular attribute -- can only be estimated by experts, and are likely to have relatively high uncertainty levels. For technologies that do not yet exist, virtually all inputs may have to be estimated amid considerable uncertainty.

If the experts involved in a study’s validation process reaffirm the values for each attribute, the
decision-maker may reconsider a conflicting opinion and bring it into accord with the study’s results. Alternatively, the experts and decision-maker may revise some of the input values, leading to a different outcome.

**Sensitivity and Uncertainty**

We can calculate which attributes (such as mass, volume, cost, or an aspect of performance) were most influential in producing the study’s outcome, versus some other particular outcome. In practice, this is most useful when a study’s outcome differs from the outcome preferred or expected by a decision-maker.

If a small change in the value assigned a particular attribute would produce a large difference in the result, that attribute is said to have high sensitivity. Conversely, low sensitivity indicates that even a big change in the value assigned a given attribute would have little impact on the study’s results.

Relative uncertainty in a result is deduced from the product of sensitivity and uncertainty in the data that led to the result. If an attribute’s uncertainty is much higher than that of the other attributes, it may be worthwhile to try to reduce that level of uncertainty. If all attributes have about the same level of uncertainty, we focus on sensitivity.

We can use sensitivity information in two ways. First, with the dominant influences on the study’s output brought to light, a decision-maker can decide whether these particular influences make sense. If, for example, the cost of testing has high sensitivity in a study of competing technologies, but the decision-maker doesn’t think that the cost of testing should be much of a determining factor, that’s a signal that we need to reconsider the factors that produced such a high sensitivity for that attribute.

Second, if our results don’t agree with the decision-maker’s judgment, sensitivity tells us which attributes to target for re-evaluation of the input values. Minor revisions to a few highly sensitive attributes values may bring the study’s results into conformity with the expert’s opinion.

The goal of this process, however, is not simply to make the study agree with an expert’s preconceived ideas. It is to examine the underlying reasons for the difference in outcomes, and to determine whether any of the initial values should be changed on their own merits.

This procedure exposes the implications and ramifications of any given result, whether it is the study’s initial output or the expert’s preference. Result “A” means that all the values, preferences, and weightings that led to “A” are the best choices. Result “B” means that all the parameters that led to an output of “B” are the best choices. Going through this process leads a decision maker to examine those values, preferences, and weightings, and to make sure that they are as accurate as they can be.

In doing so, we build a solid foundation for whatever result the study ultimately produces. If, after this re-examination process, the study confirms the decision-maker’s original preference, it provides a comprehensive explanation for why that is the best prediction that can be made. On the other hand, if it leads to a change of mind, the decision-maker will know exactly why such a change was warranted.

**III. Case Studies**

Following is a group of case studies that involve technology tasks applied to exploration of the surface of Mars. The techniques employed, however, are applicable to a wide variety of mission types inside and outside of NASA.

The common thread in these studies is the development of models that enable us to calculate the impact technologies would have on the science return of their missions. This enables us to assign values to the projected return-on-investment for each technology, a very useful tool in ranking the technologies for funding and development.

**Autonomy for Mars Rovers**

Whenever the Mars Pathfinder rover experienced a failure, it had to stop, wait for the next scheduled opportunity to communicate its
problem to Earth (relatively brief periods each day, due to limitations of the rover's solar batteries), and wait for new commands attempting to resolve the problem. After each command, the Earthbound controllers would await Pathfinder's progress report before issuing a follow-up command.

The process, guided by extreme caution, was tedious and time-consuming. The twin MERs (Mars Explorer Rovers), on their way to Mars as of this writing, will follow a similar procedure. Technology that would increase a rover's autonomy -- that is, improve its ability to conduct science while reducing its need to phone home for help -- would save a great deal of time and therefore enable the rover to accomplish much more.

Following are two case studies that represent efforts to determine the relative benefits of investing in various software technologies that purport to help Mars rovers do science more efficiently, avoid most failures, and diagnose and correct their own problems when failures occur.

The first study (Rover Autonomy #1) focuses on technologies that were proposed specifically to reduce fault rates observed during extensive field-testing in Mars-like terrain here on Earth.

The second study (Rover Autonomy #2) analyzes technologies that were funded as basic research, only loosely coupled to a mission. Hence, we needed to determine technology-derived capabilities and match those capabilities with mission requirements. These technologies are more advanced than those studied in Rover Autonomy #1, capable of automating entire sequential operations.

**Case Study 1: Rover Autonomy #1**

We conducted this study to determine the relative benefits of developing various autonomy software technologies for a surface rover in the proposed Mars Science Laboratory (MSL) mission scheduled for 2009. Since the rover prototypes had been extensively field-tested in Mars-like terrain on Earth, we had access to an extensive body of real-world information.

We decomposed the mission into functional steps (acquire panorama, develop range map, plan path, etc.) covering long-range traverse, short-range approach to target, and sample acquisition and handling. For each of these steps in each mission element, we noted the kinds and frequencies of failure, and the time that was lost while the controllers developed a strategy to mitigate the failure.

For each of the science operations (moving samples to the rover's onboard analytic lab, conducting contact experiments, moving to a new site, etc.), we developed a utility function, based on interviewing an expert, which captured the relative importance of each activity. For example, the first sample collected in a bag may be worth 40% of the total mission value. In general, intrusive experiments, such as grinding up a rock sample and analyzing it with a mass spectrometer, merited the highest values.

We calculated the abilities of the autonomy software technologies under study to mitigate potential failures, as well as the difficulty in developing each of them. Subsequent work transformed the difficulty estimation into dollars. Since the cost of each technology cannot be predicted with certainty, we established uncertainty estimates in return-on-investment with regard to performance and, through modeling, to science return.

Each autonomy software technology was judged by two attributes: ability to save time (measured in Martian days, or "sols"), and cost.

The relative contributions of the autonomy technologies appear in following graphs:
This template illustrates the procedure for determining ROI for each technology group. For example, we determined the impact that "System for Mobility and Access to Rough Terrain" would have on the rover's traverse rate. Then we plugged that information into the Mission Model to calculate its impact on the number of sols (Martian days) this technology would save over the current state-of-the-art, as a percentage of the total mission duration.
The table below shows the results of the initial prioritization. The task names have been replaced by the letters A-0 because the data is still preliminary and under review. We provide the results table, with the data and supporting models, to all parties involved to begin a dialogue on the perceived impact and rationale.

### Initial Results

<table>
<thead>
<tr>
<th>Task</th>
<th>MSL ROI</th>
<th>Polar ROI</th>
<th>Combined ROI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Technology A</td>
<td>4</td>
<td>6</td>
<td>5</td>
</tr>
<tr>
<td>Technology B</td>
<td>7</td>
<td>9</td>
<td>8</td>
</tr>
<tr>
<td>Technology C</td>
<td>15</td>
<td>17</td>
<td>15</td>
</tr>
<tr>
<td>Technology D</td>
<td>14</td>
<td>17</td>
<td>15</td>
</tr>
<tr>
<td>Technology E</td>
<td>10</td>
<td>11</td>
<td>10</td>
</tr>
<tr>
<td>Technology F</td>
<td>13</td>
<td>10</td>
<td>12</td>
</tr>
<tr>
<td>Technology G</td>
<td>31</td>
<td>32</td>
<td>31</td>
</tr>
<tr>
<td>Technology H</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Technology I</td>
<td>4</td>
<td>8</td>
<td>5</td>
</tr>
<tr>
<td>Technology J</td>
<td>4</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>Technology K</td>
<td>23</td>
<td>46</td>
<td>31</td>
</tr>
<tr>
<td>Technology L</td>
<td>7</td>
<td>15</td>
<td>10</td>
</tr>
<tr>
<td>Technology M</td>
<td>14</td>
<td>14</td>
<td>14</td>
</tr>
<tr>
<td>Technology N</td>
<td>5</td>
<td>23</td>
<td>11</td>
</tr>
<tr>
<td>Technology O</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
</tbody>
</table>

Combined ROI used illustrative weighting with relative ratio 2:1 for MSL and Polar missions.

ROI represents increase in science value (as measured by the number of sols saved over state-of-the-art, or "SOA") divided by cost. When calculating the combined ROI for each technology task, we gave the MSL value twice as much weight as the polar value. This weighting is somewhat arbitrary and could be changed if desired. But it was intended to reflect the fact that these technologies are more likely to be used in the more-imminent MSL mission, and to be precursors to the technologies that will enable and enhance the polar mission. Though these technologies are innovative, far exceed SOA for the most part, and are intended for long-term impact, they will have as much as a decade for further improvement between the two missions.

Note also that these ROI numbers are not intended to represent final, definitive evaluations, but rather a solid basis for further investigation and discussion. They indicate the potential performance of each technology under certain conditions and for specific purposes. A given technology might benefit additional operations that, if factored into the study, would improve the technology's ROI. Similarly, we could amplify the study by factoring in additional metrics such as development and operations cost, heritage value, innovation, and public inspiration -- and potentially arrive at different results.

However, the study does demonstrate that it is possible to estimate mission-level science return impacts of diverse autonomy technologies, that the results can be very useful in assisting decision-makers in the selection of technology groups for funding and development, and that these methods are applicable to a wider class of technologies and mission classes.

**Case Study 3: Predicting the Cost of New Technologies**

People seeking technology development funding tend to put the best light on their estimates of how much time and money they will require. Add to this trait the fact that technologists and mission designers often have conflicting, unexpressed assumptions about what is required, and you have the makings of costly misunderstandings and cost overruns.
This particular task subset dealt only with technologies up to TRL 6, and so did not include the action described in the lower middle box.

This task concept was to develop a process to generate plausible cost estimates grounded on clear assumptions.

We developed a process for estimating the cost of new technology that included uncertainty and an independent peer review of the estimate. It is based on interviews with technology representatives that focus on cost and performance relationships for each technology:

1) What are the important relationships that influence the cost?
2) What are the development issues?
3) What happens to performance if the cost is higher or lower?
4) What happens to cost if performance is higher or lower?
5) What assumptions underlie the cost estimate?
6) What is the probability of successfully developing the technology?

As a test case, we applied the process to a set of autonomy software technologies for Mars rovers that were the focus of the "Rover Autonomy #1" study.

The interviews in this case revealed important and subtle factors such as technology interdependencies, resource dependencies, and areas of common problems for the technologies studied.

The third-party review was critical in helping to (1) validate the original prediction, (2) identify missing or redundant cost issues affecting the initial prediction, and (3) determine any adjustments that might need to be made to the original cost estimate.

While the task was to model the relationships between performance, cost, and schedule for autonomy software, the general approach should be extensible to other technologies, including hardware systems.

Stopping Rule

Part of the task was to develop and validate a "stopping rule," a formula that determines at what point diminishing returns make it inadvisable to invest in improving a technology to reduce its failure rate.

We developed an algorithm to improve the cost-effectiveness of the cost estimation process by focusing attention on the technologies with lowest performance and greatest potential benefit. Further study would likely yield a better understanding of the requirements and feasibility of finding the optimal stopping rule.

Optimizing Technology Portfolios

An optimal $50 million portfolio does not necessarily simply add new technologies to those of a $40 million portfolio. Expanding the budget may make an entirely different set of technologies possible and preferable.

By more reliably predicting the costs of component technologies and considering the interrelationships of their science return, we can help decision-makers to determine the best place to set the cutoff points for their technology budgets.
The above graph shows the probability of completing three tasks to their specified level of performance, at a range of budgets. For example, the probability of completing target handoff rises from about 0.3 at roughly $1.1 million to about 0.95 at a cost of about $1.75 million. The green shading around each budget point indicates the amount of uncertainty in the figure.

This graph illustrates the performance level (measured in the number of Martian days, or sols, that would be saved) one can expect at the budget levels plotted in the previous graph. For target handoff, the number of sols saved increases from about 10 at roughly $1.1 million to about 35 at about $1.75 million. The data for both graphs was derived from interviews with experts.

Together, these two graphs can help a decision maker to optimize a portfolio.

Suppose he or she has about $2 million to spend on autonomy software technology. Considering the three technologies represented on these graphs, the decision maker can fund one of three possible portfolios:

1. Camera models and target handoff. But there will only be enough money to fund target handoff to the point where the top graph indicates less than a 0.4 probability of being completed.

2. Target handoff alone, but to the level where the top graph indicates near certainty that it will be completed.

3. Short range path planning, but only to the level where it has around a 0.5 probability of being completed.

The bottom graph tells us that Portfolio #1 will save about 15 sols for the camera models plus about 10 sols for the target handoff, for a total of 25 sols saved. Portfolio #2 would save about 35 sols. Portfolio #3 would save about 11 sols.

All other things being equal, the best return-on-investment would come from portfolio #2, which would save 35 sols with a near-certainty of completion.

**Case Study 4: Optimizing Technology Portfolios for Mars Missions**

This study illustrates a more extensive approach to developing optimal technology portfolios for specific budgets.

Mars program goals include discovering whether life ever arose there, determining the planet's climate history and the evolution of its surface and interior, and preparing for human missions. We began our study by developing concepts for missions to accomplish these goals during the timeframe of 2009-2020. They are summarized in the table on the next page.

Next, we developed quantitative capability requirements to enable the potential missions, and identified the technology development efforts required to enable those capabilities, taking note of their funding levels, probabilities of success, and the alternate technologies available for use if the new technology cannot be successfully developed.
<table>
<thead>
<tr>
<th>Mission Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Polar Layer Deposit</td>
<td>Rover mission to characterize polar regions with in-situ sampling</td>
</tr>
<tr>
<td>Volcanology Rover</td>
<td>Rover mission to characterize volcanic region with in-situ sampling</td>
</tr>
<tr>
<td>Rover/Lander (MSL)</td>
<td>Rover to characterize landing site with in-situ sampling</td>
</tr>
<tr>
<td>Wildcat Lander</td>
<td>Lander with 30mm depth drilling system</td>
</tr>
<tr>
<td>Sabertooth Lander</td>
<td>Lander with 1000m depth drilling system</td>
</tr>
<tr>
<td>Synthetic Aperture Radar Orbiter</td>
<td>Orbiter sounding for surface science experiments and mapping</td>
</tr>
<tr>
<td>Magnetometer Orbiter</td>
<td>Orbiter for magnetometer and gravity instrument science</td>
</tr>
<tr>
<td>Imaging/Atmospheric Sounding Orbiter</td>
<td>Next generation remote sensing orbiter (imaging and atmospheric sounding)</td>
</tr>
<tr>
<td>Surface Science Orbiter</td>
<td>Orbiter for large-scale (area) surface science</td>
</tr>
<tr>
<td>MSR Sample Lander</td>
<td>Sample return with a Mars ascent vehicle</td>
</tr>
<tr>
<td>Scout Mission</td>
<td>Low-cost opportunity mission</td>
</tr>
</tbody>
</table>

We picked three levels of technology investment for a 12-year period: $25 million per year, $50 million per year, and $75 million per year, and used an optimization program to determine which sets of technology would yield the best science return at each funding level. The results appear in the following table.

The table presents two alternate choices at the $50 million per year level. For that budget, one can either develop three missions (Mars Smart Lander, Mars Sample Return, and Scout Mission) expected to result in the maximum amount of science, or a greater number of missions that would provide more diverse technology development but have less potential for science return. Note that for this study, budgets were not permitted to exceed the budget cap in any given year, even if the cumulative budget over the course of 12 years would have been maintained.

Also, only the costs of developing technology were considered, not the costs of the missions. In a subsequent study, still being completed, the expenditure schedule is more flexible and mission costs are included.

**Case Study 5: Lander vs. Rover**

This case study compares the impact of investments in precision landing and long-range roving technologies on a hypothetical mission to Mars. We show how to develop an optimal investment strategy that minimizes mission risk, given a fixed total technology investment budget.

The baseline mission scenario for this study is a Mars 2009-class mission with precision landing.
capability and a long-range rover. There are three preselected science sites, including the target-landing site, with a total traversal distance of six kilometers. Total mission time is 90 sols (Martian days), with 50 sols allocated to traversal.

The results are shown below.

In this graph, investment in lander technology is shown on the horizontal axis, and investment in rover technology is shown on the vertical axis. The dollar amounts on the two axes are connected by diagonal "isobudget" lines. Every point along the straight line that connects $40M on the lander axis with $40M on the rover axis, for example, indicates a combined investment of $40M.

The curved lines represent levels of risk of mission failure. The top curved line, for instance, represents a 10% chance that the mission will fail (or, to put it more optimistically, a 90% probability of success).

The uppermost "risk" curve that is intersected by any given "budget" line indicates the lowest risk level that budget can buy. The point of intersection reveals what combination of investments in lander and rover technology will achieve that lowest possible risk.

For example, if you have $40M to spend, you look along the $40M diagonal line until you see where it intersects the highest risk curve. $40M doesn't intersect the very top curve, which indicates a 10% risk of failure, but it does intersect the 20% curve. So the least amount of risk you can have for a $40M budget is 20%.

If risk level is more important to you than dollar amount, you can use this graph to see how much you have to spend -- and where you should spend it -- to achieve that level of risk. For example, if nothing greater than a 10% risk (that is, nothing less than a 90% probability of success) is acceptable, you can see that the least amount you can budget is $50M. And $26M of that should be spent on lander technology, while $24M should be spent on rover technology.

Another method of visualizing the results from this study is shown below.

On this graph, total budget levels vary vertically. The minimum mission risk achievable at each budget level is shown on the left, while the corresponding technology portfolio appears on the right.

IV. Conclusions

NASA, as well as many other organizations, can benefit enormously from a consistent methodology for selecting and monitoring R&D tasks. We have proposed a flexible system that assists decision-makers in evaluating all pertinent attributes of development candidates, including risk and uncertainty, and identifying the main drivers of a result. The system provides a sound foundation for the decision-making process, based on the candidates' predicted contribution to
science return or other goals. We have shown that it is quite possible to estimate mission-level science return impacts of diverse technologies, even when those technologies were conceived primarily as basic research.

We have demonstrated a system for making plausible predictions of the cost of new technologies, of determining when diminishing returns make further development inadvisable, and of optimizing technology portfolios at various budget levels.

The case studies cited here illustrate our methodology and the results it can produce. We have emphasized, however, that a study's outcome is generally not intended to be a definitive conclusion, but rather a basis for further investigation and discussion. Ultimately, the process provides solid support for a decision-maker's judgement.
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