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ABSTRACT 

This paper reports a preliminary study result of an on-board spaceborne SAR processor. It consists of a 
processing requirement analysis, hct ional  specifications, and implementation with system-on-chip 
technology. Finally, a minimum version of this on-board processor designed for performance evaluation 
and for partial demonstration is illustrated. 

1. INTRODUCTION 

Spacebome SAR processing for NASA SAR missions has been carried out by ground processing 
facilities for two decades. Processing the S A R  data on board the spacecraft was an unachievable goal due 
to lack of necessary technology. Until recently, the capability of a spacebome computer has been below 
the range of several million instructions per second. As a comparison, to achieve real-time SAR 
processing such as a Seasat like mission, it requires at least 10 giga floating point operations (GFLOP) per 
second. However, the recent aggressive advancement in the vary large scale integrated circuit (VLSI) 
technology has dramatically reduced this gap. On-board computer with over one GFLOP capability has 
already pursued by several vendors. Thus, on-board SAR processing will be a promising alternative in the 
near future. 

The advantages of processing the S A R  data on-board are the followings. First, it allows a higher 
precision (more bits) SAR data fed into the processor to generate better quality image. Second, it would 
enable a more effective data compression to reduce the down link data rate and the amount of data to be 
archived. This is very critical to the success of a multi-band and multi-polarization radar to be flown in the 
near future. Third, it reduces the cost associated with ground data processing operations. Fourth, it 
provides a quick feedback to the radar controller to ensure proper radar operation such as using the correct 
pointing angles and radar parameters for various types of targets. 

2. PROCESSING REQUIREMENTS 

Pnor spacebome SAR missions including Seasat, ERS, JERS, and SIR series mapped the Earth 
surface by using a strip mode operation. The newly launched RADARSAT and future ENVISAT m e r  
include a wide swath imaging mode named ScanSAR. Both of these imaging modes are considered as 
basic processing capabilities required by the on-board processor. 

2.1. Strip Mode Algorithms 

A strip mode SAR system is the most common imaging SAR system. Algorithms for processing a 
strip mode SAR include (1) range-Doppler algorithm [ 11, (2) time domain algorithm, and (3) chirp scaling 
algorithm [2]. Among these algorithms, only (1) and (3) will be considered here due to their higher 
throughput rate performance. 

The range-Doppler algorithm basically is limited to a pointing near zero Doppler. But, when 
combined with the secondary range compression [3] , it may accommodate a relatively larger Doppler 



range. In general, it is capable of strip mode SAR processing over a limited range of squint angles. This 
algorithm is very efficient and having a very good image quality. But, its phase accuracy is worse than the 
chirp scaling algorithm. This algorithm is considered as a candidate algorithm for a strip mode SAR on- 
board processing when SAR squinting is not required and when its phase accuracy meets the system 
requirement. The data flow diagram of this algorithm is depicted in Figure 1. 

The chirp scaling algorithm is capable of handling S A R  data with very large squint angles and has 
a very accurate phase in its complex image. The disadvantages of this algorithm is that (1) it is inefficient 
in handling large changes of the Doppler centroid with range, (2) its efficiency may be degraded by an 
imperfect radar chirp (nonlinear FM), and (3) it is only an approximation for non-rectilinear geometry. 
Since it is complementary to the range-Doppler algorithm, it is also considered as a candidate processing 
algorithm for a strip mode SAR. 

2.2. ScanSAR Mode Algorithm 

There exists several similar algorithms for ScanSAR processing. A relatively well known 
algorithm is the SPECAN [4] processing algorithm. The SPECAN algorithm is computationally efficient. 
It has a very good image quality when the range migration of each target observed in each radar burst is 
approximately linear. Since the image generated from the SPECAN algorithm is in range-Doppler 
coordinate, it must be resampled into a projection coordinate before look overlay or beam-to-beam 
mosaicking. The data flow diagram of this algorithm is depicted in Figure 2. 
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Figure 1. Range-Doppler S A R  Processing Algorithm. Figure 2. ScanSAR SAR Processing Algorithm. 

2.3. FLOPS and Memory Size 

The amount of arithmetic operations required must be estimated for assessing the processor 
computation load requirement. For real-time SAR processing, this load is a function of the input data rate, 
which is determined by the range sampling bandwidth fs scaled by the product of range gate window 
duration Tg and the pulse repetition frequency PRF. The real-time processing throughput rate requirement 
is therefore the product of the S A R  input data rate and the mean number of floating point operations 
(FLOP) required for each input pixel. 

The amount of memory required for S A R  processing is estimated based on the required input and 
output buffer size of each stage for each algorithm. This size is also a function of the radar operating 
wavelength. Listed in Table 1 are the computation load and memory size requirement for both the strip 
mode and ScanSAR mode algorithms. The chirp scaling algorithm is more demanding than the range- 
Doppler algorithm. The SPECAN algorithm is relative less demanding than the strip mode algorithms. 

Table 1. Required Computation Load and Memory Size 



(GFJ ,OPS) 
Computation Load 

Memory Size 
(MBytes) 

9.0 

640 * Ra 

R: the ratio of the radar operating wavelength to the c band wavelength 

SPECAN 

6.0 

Chirp 
Scaling 

10.5 

800 * R 512*R ' 

3. CUSTOM HARDWARE SPECIFICATIONS 

A programmable on-board S A R  processor implemented on a general purpose computer is of great 
interest in the future. This approach is studied by estimating the required processing capability through 
benchmarking the effective FLOP of several candidate platforms. 

A more practical approach at the present time is based on custom hardware with system-on-chip 
technology. A fully pipelined on-board SAR processor is shown in Figure 3. However, in order to reduce 
the cost of such an approach, one must minimize the number of functional modules by incorporating 
slightly different functions into a single functional module. The planned functional modules include FFT, 
memory handling, reference generation and multiply, interpolation, and post image processing. 

The FFT module performs a standard FFT and can be implemented by using an array of DSP elements. 
The 200-Mhz FFT module does a 24 bit complex 1024-FFT in 16 US. 

The memory handling module shall be capable of data buffering, strip mode comer turn, and ScanSAR 
mode comer. The memory handling module is based on a ping-pong buffer architecture with a multi-mode 
address control. The multi-mode address control supports the following configurations: one-IN-two-OUT 
in same dimension, one-IN-one-OUT in different dimension, one-IN-two-OUT in same dimension, one- 
IN-two-OUT in different dimension. The requirement of minimum number of bits needed to represent a 
SAR complex or real sample is derived and used to minimize the required power and weight of the 
memory handling module. 

The reference generation and multiply is based on a multiple LUTs method which generate 1-D and 2-D 
polynomial functions and weighting functions. It takes sine and cosine of the polynomial functions, and 
multiplies with the SAR data. 

The interpolation module is based on a programmable inner-product-like processor which performs 1 -D 
weighted sum interpolation along either dimension or 2-D weighted sum interpolation. 

The post image processing module is based on a DSP array which performs image detection, overlay, 
and look normalization. 

Specifications of each SAR fbnctional module is briefly described in the following: 
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Figure 3. A fully pipeline architecture of an on-board SAR processor. 

4. AN EXPERIMENTAL ON-BOARD S A R  PROCESSOR 

Figure 4 shows an architecture diagram for an experimental on-board SAR processor based on 
custom hardware, The host computer is a PCyPowerPC based computer. Special S A R  hardware modules 
are integrated into a single PCI card cage. The five functional modules defined in section 3 can be 
implemented onto a configurable processor board. Figure 5 shows an architecture diagram of this 
configurable processor. It includes a PCI interface, a FPGA-based controller, a DSP array processor, a 
multi-mode memory handling unit, a reference generation and multiply, and a S A R  data direct 
input/output interface. The processor board can be configured for three S A R  processing stages shown in 
Figure 3 : (1) a 2-D frequency domain range compressor, (2) a 2-D frequency domain azimuth 
compressor, and (3) an interpolation and post image processing board. The proposed S A R  processor 
based on custom hardware provides an effective solution to achieve a high-performance low-power SAR 
processor for on-board applications at a relatively low cost. 
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Figure 4. An experimental SAR processor 
based on a custom hardware. 
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Figure 5. An unified processor architecture for different 
SAR processing stages. 

5. CONCLUSION 

A preliminary report on the study result of spaceborne SAR on-board processing is presented. Both 
strip mode and ScanSAR mode processing algorithms are studied. Implementation approaches include 
general purpose computer based system and custom hardware based system. An experimental S A R  
processor architecture is presented. 
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Call for Participation 

The 2004 IEEE lntemational Symposium on Circuits and Systems will be held in 
Vancouver, British Columbia, Canada, on May 23-26, 2004. Sponsored by the IEEE 
Circuits and Systems Society, the Symposium is the largest technical forum that 
brings together researchers and practitioners in the area of theory, design, and 
implementation of circuits and systems. 

The technical program will include: plenary sessions, forums, iutorials/short courses, 
invited sessions, and regular papers and posters. 

Three one-hour Plenary Sessions are planned, one for each day of the program. The 
topics are consistent with the theme of the Symposium. Two plenary Forums will deal 
with challenges in the areas of new technologies and the CAS Society as a whole. Ten 
Tutorials/Short Courses will be offered by leading experts from industry and academia. 
They will be held on Sunday, May 23. 

The Technical Program Committee has selected 1,273 papers from 2,134 submissions. 
Nineteen Invited Sessions will be held during the conference technical program. 
Fourteen parallel Lecture Sessions and three parallel Poster Sessions will cover 
topics in all areas of interest to the Circuits and Systems Society, including: 

Analog Signal Processing 
Biomedical Circuits and Systems 
Blind Signal Processing 

Computer-Aided Network Design 
Digital Signal Processing 
Graph Theory and Computing 
Multimedia Systems and Applications 
Nanoelectronics and Gigascale Systems 
Neural Systems and Applications 
Nonlinear Circuits and Systems 

Sensory Systems 

VLSl Systems and Applications 

Cellular Neural Networks and Array Computing 
Circuits and Systems for Communications 

Power Systems and Power Electronic Circuits 

Visual Signal Processing and Communications 

Social and Tourist Program: 
There will be an exciting social program in the heart of Vancouver, one of the most 
beautiful cities in the world. 

Registration: For registration and other information, please visit the ISCAS 2004 home 
page at h t tp : /~~ . iscas2004.org .  

We look forward to welcoming you in Vancouver this May. 
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