Data Processing Pipeline With Transaction-Oriented Data Sharing

Abstract

Space science data processing involves executing a cequence of
computing-intensive modides in an effort fo produce high-quality
science data products to further our understanding of o universe.
While the kindamentals have not changed, the process has certainly
evolvad to take advantage of modern distributed computing and high-
speed networking technologies. This evolution has enabled us to
Pprocess science data at an extremely high rate and share processed
Fesults with our science communities in near real lime, We often refer
1o the notion of data sharing as the ability to publish data on a wel)-
known location where it is visible to others. However, higher quality-of-
service (QuS) is expected when i comes to valuable science data.

This paper makes three cantributions to the area of modetn science
data proceseing systems. First, the paper describes the science data
procassing pipeline, developed at the Multi-mission Image Processing
Lab {MIPL} of JPL, for lransforming raw space data into high quality
image data and automating the distribuion of data using a high-
performance fe transaction service. File Exchange interface (FEI) is
the fiie transaction service developed at MIPL. Second, K presents the
FEl component architecture [4) in the area of Me transaction
management, security, and Kie integrity verification. Finally, the paper
presents the federated model for the FE! service to demonstrate how
Lo create a pooi of file transaction services to support kad balancing
and service failover, and simplify service management.

1. introduction

The recent Mars Exploration Rover (MER) mission has demonstrated
that & is possible to produce high-resalition science images and
deliver them to scientists In nesr real time. A guote from a recent
articie of The New York Times said, “The portai to Mars at
marerovars.nasa.govvhome inciudes nearly 1,000 Web pages flled with
computer animations, panoramic and catalog of other images, some in
3-D. published online aimost as soon as the scientists receive them
(31" One of the many innovations of the MER science data processing
architecture is its ability to process raw science data and have them
delivared in a complelety fights-out fashion. The architecture involves
a federation of inteligent systems that is able to query, pracess,
catalog, and deliver data products in an efficient, reliable, and secure

manner.

The fundamentals of science data processing have not changed. What
has changed is the expectation of a shorter development cycle, tighten
requirements on the quaiity-of-service, and technology that can be
applied o take advantage of modemn paraliel computing and high-
speed network communications. The science data processing pipeline
developed at MIPL is designed ae a reusable architecture to automate
the process of raw science data and deliver final data products to
subscribed parties.

2. Data Processing Pipaline
The MIPL data pracessing pipekne consiats of a mission-specific
telemetry pracessor, a collaction of acience pracessing modulec, and a
Fle registration and di sarvice. The ion-spacific telemetry
processor is responsible for acquiring and process raw science data. It
invoives data decompression, reconciliation, and geometric carrection.
Data products are being produced and cataloged by the telemetry
processor. Dats products can consist of images, metadata, and non-
image binary data. The collection of science modules includes
modules for creating image mosaics, map piojections, pattern-
fecognition, limb detection, and £0 farth. The nputs and outpuls from
these modules could consist of images, metadata, and non-image
Dbinary data.
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2.1 The Traditional Approach

The traditional approach in science data processing requires analysts.
fa begin the mission-specific telematry
piocassof followed by manually invoking the associated science

to manually invoke

Pprocessing modules. Science operation users will be notified via email
with the physical location of the processed sciance data products. The
science operation users are required to manually login to intiate file
transfer to have the products delivered to their local system. Aler
acquiring the sciance products, the science opsration users may
manually perform operations such as moving the acquired products
Into their locat shared storage or invoke local processing modules on
the acquired products.

It is cbvious that the traditional approach dascribed above requires a lot
of user interactions, which ic a performance bottleneck and expensive.
The traditional approach addressed security with e user logins and
user groups. A high-profile mission such as MER requires hundreds of
concurrent user logins. Some users are MER scientists and some are
ordinary citizens. With the traditional approach, it would raise many
legal and additional securiy concams. Another lsue the traditional
approach failed to address is the secure fle transfer to prevent
premature relesse. Concurrency is another weakness of the traditional
approach. |t hus na methad of preventing users fram getting a partially
written fle and it has no method of preventing a file kom being updated
or deleted while it is still being sent to other users. Finally, this
traditional approach also failed to guarantee the Integrity of the fies
being transterred.

24 The Pipeline Approach
‘What is missing rom the traditional approach is a sarvice that plays the
rales of a security manager, a traffic cop, a messenger, and an

3. File Transaction Service

A transaction in database systems is a logical unit of work that
possesses the properties of alomicity, correctness, isclation, and
durablity ACID [2]. In atomicity, the segquence of operations within &
traneaction must all executa with corract results or a roliback must oceur
to restore the database to a state prior to the transaction. Correctness of
the data refers to its consistency and its integrity. A transaction must be
performed in isclation to avoid other processes from accessing data that
is invoived in the ion, After a is its result
must be available and persisted without ambiguity.
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Figure 2 FEl as & product delivery service
FEl is a generic data product distribution system, in Figure 2, and
registration service that is inlegrated as a sarvice component of the
science data processing pipeline. The service organizes data products
through user defined Rie types and offers secure, high-performance file
and ibut iliti that i file

service lacks. A file lype in FEI is users’ interface to query,
i and retrieval files of 3 specific type.

insurance agent. As a secutity manager, the service issues
regerding  user izati i and
communication. As a traffic cop, the service issuex

regarding concutrent accesses and modifications to data products. At
8 messenger, the service addresses issues regarding automatic file
delivery and event notification to enable automatic dispatch of local
business logics. As an insurance agent, the service addresses the
integrity of the data products i manages and delivers.

The MIPL data processing pipeline, in Figure 1, ix centersd on such fila
repistration and distribution service, the Fils Exchange Interface (FEI).
FEl organizes files by user-defined fle types. Mission-specific
felemetry processor ks subscribed o talemetry data file types to be
triggered 85 soon as Ground Data Service (GDS) publishes new
telemetry data fles to FEI. The collection of scienice processing
modules are subscribed to the file types that consists of products
generated by the telemetry processor to be lriggered as soon as new
products are available. The modules publish their processed result
through FEI, perhaps with diferent file fypes. Science operation users,
both locally and remotely, can subscribe to file types that consist of
telemetry processor and science module outputs. In the case of the
Mars Rovers' portal site, the delivery of a new data product alsq
triggers local procassing scripts to creats new formatted HTML pagex
for public viewing.
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Figure 1 MIPL science data processing pipeline

3.1. Component Architecture

FE| is designed and deveioped as a component-base kamework that
depends on a set of vitual components [1] to enable pluggable
configuration of mission spacific business requirements. The core
service components, in Figure 3, of FEI consist of file service
configurator, file transaction manager, session manager, protocol
pipeline, subscription manager, and monitor service. The deployment
diagram also identified a few vidual components, depicted with a circle
fallowed by 3 solid line attached to a physical component. A virtuat
component consists of an abstract interface that is requived by the
core The actual ion of the to be
used will be determined during deployment time. The pluggable
companent ramework offers system architecis the options to select
the service components that are a best it to the mission requirsmants.

Figure 3 Component deployment diagram

32. File Transactions
FEI could bs viewsd ss & database of files that supports file queries.
and isil Al performed on FEI possess
the ACID properties, which pravants cataloging of any incomplete files.
and access lo Sles and data that are in transaction, in Figure 4. Files
that are in the process of being registered to FEI are hot visible o other
concument users untit the registration is complete. A file that is in the
process of being delivered to interested parties is prevented from being
modified of removal until the transler is complete

Figure 4 Transactions in FE)

2.3, Fite Integrity
As 8 fle service, the integrity of the files it manages is vital. Within
the context of FEI, file integrity anforcement is not limited to the file
system where upon which the client/server applications are residing.
It must be able to detect, notity, and racover from any cofruptions
occurred during transferring of files. Both client and server
processes compute checksums during file transfer and compared
upon completion of the transfer for comruption detection, in Figure 5.

Figwre § File integrity verification on-the-fly

3A. File Subscription

One of the many strengths of FE is s support for data subscription, in
Figures 6. This allows usars to register requests to have new files
delivered as soon as they are available to the FEI server. The
subscription client can register a local process to be invoked when a
new file is defiverad. As a reactive (5] agent, the client can now
register iocal business logic to react as soon a new data product has
arrived.

Figure ¢ File subscription and automatic delivery

4. Service Federation

High-profile missions such as MER always altract large number of
users. A scalable data distribution service must be to handla large
number of concurrent raquests. in the case of a file fransaction
service, this also means to ba able to handle large number of
concusrent transactions as well. Since there are physical connection
limits to any single host machine, the solution that FE| offers is to have
a collection of FEl servers. File performed by
each FE| server need to reflected to and visible by ather FEI servers.
within the connection. This is the durable property of ACID. A
federation mode!, in Figure 7, is used to utikze the sarvice registry as
the transaction communication chennel among the servers,

Figure 7 FEI lederation model

The FEL federation model is also equipped with a management
service that is provided as a service regictry and a load balancer. A
B service registry, the management service manages a file type
lookup table with the list of associated connection infarmation. As a
load balancer, the management service actively gathers performance
statistics on all the seivers ® manages. Upon receiving a client
requests, the service lookups up and
feturns a servar referance with the Jeast load. This modet aliows the
FEl administrator to add new servers into the faderation without
having to distribute new configuration information to the FEI users.

6. Conclysion
Using a file transaction service as the zecure messenger among
service components has been proven to be a reliable appraach in

g any data . The
sarvice decouples service companents from one another by offering
sarvice o icate through uset-defined file types.

Each service component is only requires to implement #s domain-
specific logics on how to react upon receiving new data products and
may choose to share its processed resutts with others with well-
defined interfaces. New service components can be added to the
Ppipeline without affecting olher existing components.
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