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Why do we-need a !

Do science that cannot be done W|thoutone'

New types of sensors produce
huge data volumes (TB/day)

But, you're a long
way from Earth

Low data rates ‘ BT
(8 bps to 128 kbps) e On-board processing can do a lot
reduce the data volume

— Spacecraft and spacecraft systems ce
use Iatest and greatest* )rocessors, s
] ‘ 5SIng, you use I
older slower ones (/e a cluster)




e Flight Resources
- Mass
o 10’s-100 kg
— Power
e 10’s — 100’s of Watts
e About 300 W/m?2
¢ Heat radiation
- Volume
o few liters
— Data bandwidth
o few Kilobits/sec

Exte‘hs,iyv;e: testing

;ang}develop m,eht:ti me G
'Risk management |
Component limitations

ghs:




Pre Phase A

ClUster‘:‘:tecHnology
concept inserted

RFP
10/05

chedules

Cluster actua y

Contract to industry

“‘Gleam in eye”

10/03

Concept
Review
10/05

NASA commits
the funds

12 Mos

9Mos

Cluster gets used

EM (Engine’éring‘Model) ,

FM (Flight Model)

. ATLO -

PMSR
10/06

PDR
7/07

40 Mos

7/08 T 11/10 Reach Mars

 —

CDR - Launch

9/11




Peculiar-Environments

Vacuum ;

~ it's areally, really good thermal insulator
~ Radiation cooling to 3K cold space
Thermal

— High gradients (one side cold, the other hot)
Radiation

Shock and V|brat|on
— Launch, separation. and landing
Electromagnetic

~ Can'tinterfere, and you might be nextto ab blg transmltter'

All these can , but remember the constramts'
Power, Mass, Volume, RlSk




~ So what.can vou use to build

a clu}emn space”

® Processors s NG
— Typically older processors that have versions ported T8
(8051, ADSP21020, RADB000, RAD750, SPARC? 8)

— Minimal cache

e Memory
— Error Detection and Correction (e.g. 11 bItS for 8)
e Mass Storage |
~ RAM, Flash, EEPROM, PROM (no disk drives!) : .
e Interconnects e,
~ Wired S
e Serial point to point(good old RS-422)

e MIL-1553 (dual bus, 1 Mbps)
e Spacewire (IEEE-1355, 400 Mbps, pomt to pomt)

—  Optical w/cables

o AS-1774 (high speed optical MIL- 1553)
e Roll-your-own

— Optical Freespace
o Very developmental right now, but great promise

saceflight qualified fab’

e OS s v
— Linux, VxWorks, Virtuoso, various RTOS -~ -




Putit-all together

e A “pbreadboard” cluster in space starts
Beowulf clusters. N

— 80486 or Pentium scale processor with limited

— Point to point interconnects with multiple interface
Diskless nodes




Two-examples

e Breadboard DSP Scatterometer proces: or.

— Loosely coupled DSPs to do signal proces
purpose FFT chips and FPGAs

— Established architecture is scalable to meet requi
synchronization possible without working too hard

— Established that you can use off the shelf flight quallfle
to do the job (so the only NEW stuff is software)

e Autonomously Controlled Element Phased Array

— Relies on cluster techniques (specuflcaliy d|stnbuted proceSSI ¢
an infinitely scalable phased array |

‘ done by special




readboard

“Dechirp Multiply”

oy
o
£
£
I Frequency ‘ i i “
Chirped Tx Pulse ﬁ Dechirp Bandwidth
Bandwidth _(50}0 kHz)
(375 kHz) o
Orbiting | Bandpass
Instrument « .
Radar “footprint”

divided into
range slices

LI S I O 4
LI S T A
1 i

. Repeat 400 times
per second

Ocean Surface




Operation Number of Arithmetic Ops
Noise filter 50k

Echo Dechirp 10k

Prefilter & decimate 60k

FFT 21k

Mag & Sum 2k

Total 143k ops/pulse

@ 212 pulses/second = 30.3 Mops/sec

(double for Polarimetric (2 channel) (60 Mops/sec))

Raw Arithmetic Load 60 MOPS
Implementation overhead (50%) 30
Subtotal 90 MOPS
Margin (100%) 90

Required Processor Power 1% MOPS

Flight DSP (TSC21020F) 40 MOPS

>> |t's going to take 5 processors to handle the load

doit

Cascade (pipeline) Architecture
Depends on partitionability of algorithms
Each processor runs different code
undancy by dual string

cale up (repartition)

ire a master

Tproc(A) < PRI

Parallel (round-robin)
Same code runs on all slave processors
N+1 redundancy possible
Scalability easy (add proc)
Need a “master” to allocate work

~ Embarassmgly
Parallel?




i
ommands,
Yoftware foads,
Telemenry,
Science Data

.
.
Interprocessor %Q .
messages via §§> \/,(\\}

-

SpaceWire

T

. 9\§
. %2

S

Independent
Processor
Module

COTS DSP
MCM-DSP 21020 |

COTS DSP

.




‘ime/F req uency

Individual modules responS|bIe for de rmlnlng when to sample,

and for sample rates

Each module needs to know:
— Absolute time — Own clock offset from “master”
— Clock rate / Oscillator frequency

o sample rate affects signal processing
o clock rate affects whether local clock runs fast/siow

Adapted version of Network Time Protocol (NTP) and GP
Disciplined clocks techniques

— Periodic time message (dellvery not crltlcal)
“At the tone, the time is..

message and tick transmlsts:




al

Each module “knows” it's own
local clock offset and rate

— messages and periodic sync
pulse

Messages arrive saying, in
effect:

— Digitize and process an echo
starting at absolute time
123377.4523825 seconds for a
duration of 2.050 milliseconds

Module turns that into local time
and number of samples to
digitize

— in terms of “local clock ticks”

clock freq

10014000 -

1PPS input :
(nominally i B
from GPS)
' -Latch TIMER - ISR
|-Bump counter |
}Time Handling State Machine
{1) Recalc estimate of clock frequency . .
2) increment "NOW (secs)" Time Handling
3) "publish™ TIMER value latched in |SR
Time Sync /
Message

| External Time reconciliation
1) Compare time in message agamst 'NOW (secs)”

1 2) IF it's different, update NOW other processmg as | :

External Time reconciliation

TlMERI 1001 1000

/
TickCounter [ s [ « /

needed. ’
3)Sendacknowledgement, e |
909° 998 997 . 995 995..° 994 .. 993 92 Ygal 990 /9B (98B 987 086 . 985 084 983
LY \
l 5
I 1
I | 1001 ‘ 991
e
144 300 301 @0y

NOW Secs |

NOW Timer | 1011

10013000 W\ |

10012000 \
10011000

10010000

10009000

10008000

10007000

seconds

Algorithms can “predict” ahead based on
prev1o.us measurements of,,vanatlons

Mlssmg‘a 1pps tlck ora sync message doesn'’t

have a huge effect.




Autonomous Controlled
Element Phased Array

Very large (>100 m) electronically scanned hased array for space
based radar and communications applicationSN

— Existing space based radar antennas use mechanl
shape.

v iffness to hold their

— Limited spacecraft mass and volume means that you wan
deployable antennas. Light, deployable = stiff

e Concept is to continuously measure the shape of the anten
adjust it to compensate. .

— Phased arrays are composed of thousands of essentially identical el
that are adjusted to create a desired wavefront or antenna pattern.

— Same process can be used to measure changes in performance of the\
elements and compensate
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But, there’s-a fi

Historically, phased arrays have used prlo allbratlon and
precomputed adjustments

— A central control processor turns ° pomt the beam th
thousands of individual commands to each ele_ment.

— Some adaptive arrays have been built that add a “metrolo
measures the element positions (or, more Commonly, the p
containing a number of elements) ‘

Huge computational problem (thousands of lnteractlng eleme
thousands of measurements, etc.) i

— Computational load such that it's done off-li;ne, not |n rea! t'i’:me.

BUT... what if we put a processor and measurement equipment a
each element?

Now we have a cluster of thousand of. rocessorsi»to apply to the
problem ~ '

— And the internode commumcatlon IS WeII mapped to the mterelement
interaction matrices!

-way” into




- Whereami?
“What's'my orientation?. e
What's my RF "state"? .70~ Adjustments
R : : - & Model

Element RE Hardware
Steering’

- ‘Commands:
{(Phase, Amp)

red Array
P .
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4 breadboard elements






