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Pinpoint landing (defined for the purpose of this discussion as landing within 1km of a preselected target) is a key Advanced Entry, Descent and Landing (EDL) technology for future Mars landers. Key scientific goals for Mars exploration, such as the search for water and characterization of aqueous processes on Mars, the study of mineralogy and weathering of the Martian surface and the search for preserved biosignatures in Martian rocks, require placing landers at pre-defined locations of greatest scientific interest. The capability to land within 1 km of a pre-defined landing site will improve safety and enable landing within roving range of sites of scientific interest while avoiding hazardous areas. A critical component of the closed-loop guidance, navigation and control (GN&C) system required for pinpoint landing is position and velocity estimation in real time. Spacecraft-to-spacecraft navigation will take advantage of the UHF link between two spacecraft (i.e. to an orbiter from an approaching lander for EDL telemetry relay) to build radiometric data, specifically the total count carrier phase of the Doppler shifted 2-Way coherent UHF signal, that are processed to determine position and velocity in real time. The improved onboard state knowledge provided by spacecraft-to-spacecraft navigation will reduce the landed position error and improve the performance of entry guidance. Results from the first of two years planned for this effort are documented here, including selection and documentation of prototype algorithms that will go forward into flight code along with analysis results used to define the algorithm set.

I. Introduction

Pinpoint landing (defined for the purpose of this discussion as landing within 1km of a preselected target) is a key Advanced Entry, Descent and Landing technology for future Mars landers. Key scientific goals for the next decade of Mars exploration, such as the search for water and characterization of aqueous processes on Mars, the study of mineralogy and weathering of the Martian surface and the search for preserved biosignatures in Martian rocks, requires placing landers at pre-defined locations of greatest scientific interest. The capability to land within 1 km of a pre-defined landing site will improve safety and enable landing within roving range of sites of scientific interest while avoiding hazardous areas. The addition of spacecraft-to-spacecraft navigation data processing onboard the entry body in real time will enable improvements in surface positioning error and improve the performance of entry guidance.

An entry, descent and landing (EDL) system enabling pinpoint landing requires technology beyond that specified for Mars Science Laboratory (MSL), scheduled to launch in 2009. MSL will demonstrate the first required components for pinpoint landing, including closed-loop entry guidance during hypersonic flight. The MSL EDL system does not have the capability to improve the onboard knowledge of the spacecraft
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position and velocity after entry and before radar altitude and velocity data are available at the beginning of the powered descent phase. Using spacecraft-to-spacecraft navigation to provide this capability is the motivation for this task.

Spacecraft-to-spacecraft navigation for EDL involves forming radiometric data with a radio link using the UHF band (300 – 3000 MHz) between the approaching lander and an orbiting spacecraft, as shown in Figure 1 for MSL. The UHF link will be made between the two spacecraft before atmospheric entry, but the focus of this effort is processing this data after cruise stage separation (roughly 10 minutes before entry). These data are available throughout EDL with the exception of periods during hypersonic flight where the ionizing plasma around the entry body makes closing the communication link difficult. Even with these outages, enough data can be collected and processed onboard in real time to significantly improve the onboard state knowledge during hypersonic flight.

The Electra Program at JPL has developed and produced a software defined radio (SDR) which is manifested as baseline equipment on future Mars missions beginning with Mars Reconnaissance Orbiter (MRO) scheduled for launch in August 2005. These SDRs are nominally configured for Mars-local UHF operation for data relay in the vicinity of 437 MHz and are also capable of making high precision radiometric measurements in Doppler and range.

By design, Electra SDRs have excess computing capacity and memory sufficient for hosting an on board, real time navigation filter. The current Electra design features a space qualified Sparc V-7 processor running at 25 MHz and several megabytes of available memory. Over half of each of these resources is available for applications such as real time navigation filtering under direction of the RTEMS (Real-Time Executive for Multiprocessor Systems) operating system. (Electra is a single processor application for RTEMS.)

Utilizing spare Electra capacity for on board navigation frees other resources, such as the main spacecraft housekeeping computer, from involvement in such a computationally intensive, time critical task. Also, the radiometric data is locally available inside Electra and need not be transferred over the spacecraft bus.

In the present work a navigation filter task will be demonstrated on prototype Electra baseband hardware with the goal of showing that Electra resources are sufficient to host a sophisticated navigation algorithm with reasonably low latency in terms of data input to updated state output times.

Competing optical techniques for providing onboard knowledge provide similar accuracy but are more
costly. They require the addition of a camera or cameras to the lander, along with image processing software to generate navigation data. The Electra radio used for spacecraft-to-spacecraft navigation does not add hardware cost as it is already baseline equipment for future Mars landers. In addition, optical systems require performing EDL during daytime at the landing site, and may be further constrained by additional lighting requirements. Spacecraft-to-spacecraft radiometrics do not have these constraints.

II. Scenario Definition

An approach and EDL scenario based on Mars Science Laboratory (MSL) was constructed to quantify the position and velocity knowledge improvements gained by adding spacecraft-to-spacecraft data. This scenario assumes the orbiting spacecraft is Mars Telecommunications Orbiter (MTO) in order to define both an orbit and a relay capability. The scenarios used here will incorporate realistic trajectories for all assets used, including the MSL approach and EDL trajectories and MTO orbits. While MSL is not planning to do pinpoint landing, it does have the required hypersonic guidance that will most likely be used for any future pinpoint landing mission. Since the MSL baseline up to chute deploy is a likely candidate for the hypersonic strategy to be used for pinpoint landing, analysis of the MSL scenario applies to pinpoint landing. Although other entry options are available (including hypersonic guidance approaches not derived from Apollo and higher L/D entry bodies), all will benefit from improved onboard knowledge.

The entry state for the selected MSL trajectory is listed in Table 1. This entry state is the final condition of a valid Earth/Mars transfer trajectory that was used for approach navigation analysis. This entry state is also the initial condition that, combined with an assumed entry body size, aeroshell shape and EDL timeline, arrives at a landing site defined at 41.455 latitude, 286.74E longitude. These details that lead to the specific EDL nominal trajectory are not as important to this analysis as the fact that these represent a reasonable MSL trajectory from entry to parachute deploy, or the end of the entry guidance phase.

<table>
<thead>
<tr>
<th>Component</th>
<th>Value (km)</th>
<th>Component</th>
<th>Value (km/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>X</td>
<td>2509.459003</td>
<td>X</td>
<td>−1.473129134</td>
</tr>
<tr>
<td>Y</td>
<td>377.697451</td>
<td>Y</td>
<td>5.335713468</td>
</tr>
<tr>
<td>Z</td>
<td>−2442.509568</td>
<td>Z</td>
<td>1.264687130</td>
</tr>
</tbody>
</table>

* Entry defined as a radial distance of 3522.2 km from the center of Mars.

For the MSL approach trajectory, analysis consistent with the planned approach navigation strategy and high-fidelity simulation was used. The analysis performed here includes Deep Space Network (DSN) radiometric data collected starting 30 days before entry and ending 6 hours before entry, which is the assumed data cutoff for the final onboard state update before entry. A simplified approach filter that has results similar to the reference high-fidelity analysis has been developed. In addition, to quantify the impact of the initial values on the spacecraft-to-spacecraft data processing, a case without DSN data was analyzed.

For the specific entry conditions in Table 1, an MSL EDL trajectory (including position, velocity and attitude) was obtained that is valid through supersonic chute deploy. The models used for the remainder of EDL are not consistent with the MSL plan but a complete trajectory that lands safely was supplied. In order to approximate the trajectory for the entry guidance phase, several simplified models were developed. Instead of the high-fidelity atmosphere used to generate the supplied trajectory, an approximate density profile using an 8-layer exponential atmosphere was created. Simple lift and drag models with single $C_L$ and $C_D$ coefficients were included to model the dynamic effects of the atmosphere instead of an entry body aerodynamics database. The spacecraft attitude is assumed for this analysis to be perfect, although it will be assumed to be directly integrated from inertial measurement unit (IMU) in the prototype flight code. Since there are known limitations to the above models, the filter will estimate both $C_L$ and $C_D$ to improve the post-fit trajectory.

The nominal orbit elements for the telecommunications asset at Mars are shown in Table 2. These elements are proposed for MTO and enable coverage of a large fraction of the surface of Mars, as opposed to a low-altitude science or mapping orbit. In order to understand the impact of the orbit geometry relative to
the approaching lander, the mean anomaly and longitude of node were allowed to vary to achieve overflight of the approach ground track.\textsuperscript{4}

<table>
<thead>
<tr>
<th>Component</th>
<th>Value</th>
<th>Component</th>
<th>Value (deg)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Semi-Major Axis (km)</td>
<td>8114.6722</td>
<td>Longitude of Node\textsuperscript{*}</td>
<td>293.8104</td>
</tr>
<tr>
<td>Eccentricity</td>
<td>0.463566</td>
<td>Argument of Periapsis</td>
<td>132.5908</td>
</tr>
<tr>
<td>Inclination (deg)</td>
<td>116.6730</td>
<td>Mean Anomaly\textsuperscript{*}</td>
<td>289.7591</td>
</tr>
</tbody>
</table>

\textsuperscript{*} Parameters were varied to optimize link geometry, nominal values shown.

For the defined MSL arrival trajectory, an orbit crossing by the relay orbiter can be achieved by changing the node to 314\textdegree and the mean anomaly to 170\textdegree. A groundtrack plot of both spacecraft from separation to landing of the approach vehicle is shown in Figure 2. Note that changing the node moves the ground track along the longitude axis with little change in latitude and modifying the mean anomaly moves the ground track in the latitude direction with small changes in longitude. Note as well that the geometry between the orbiter and the approaching lander is favorable for most orbiter conditions that have visibility. This is due to the large angle between the orbit planes and a significant variation in the relative velocity during the spacecraft-to-spacecraft tracking pass, which improves observability.\textsuperscript{4}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{case_30d6h1c170ma314node.png}
\caption{Ground track plot for final 10 minutes of flight for a generic Mars Network orbiter (blue, labeled “mno”) and a Mars approach vehicle (red, labeled “mav”). The starting point is denoted by an \times for each asset with + marks at 1 minute intervals along the trajectory.}
\end{figure}
III. Covariance Analysis

The first analysis was done assuming DSN tracking of the approaching lander from 30 days before entry to 6 hours before entry, with a single UHF tracking pass beginning about 40 minutes before entry and ending at landing. Results for the final 8 hours before entry is shown in Figure 3. These estimate and covariance values are rotated to Radial-Transverse-Normal (RTN) coordinates, which are defined here as

\[
R = \frac{r}{|r|} \\
T = \frac{N \times R}{|N \times R|} \\
N = \frac{r \times v}{|r \times v|}
\]

where \(r\) and \(v\) are the inertial spacecraft position and velocity, respectively, and \(|()|\) represents the vector 2-norm. The growth in the radial component is due to covariance propagation correlation effects and process noise after the DSN data ends but before the UHF Doppler collection begins. The other components and the RSS value do not show growth. Note as well the immediate and dramatic decrease in all the position elements when the UHF Doppler data collection begins.

![Figure 3. Simulated UHF data processing results with DSN tracking for an MSL approach and landing in Radial (R), Transverse (T) and Normal (N) directions, along with RSS position estimate and 1σ error. Note that DSN tracking ends 6 hours from entry and the resulting error growth in the radial direction. UHF Doppler collection begins 40 minutes from entry.](image)

To better see what is happening in the last hour before entry, a plot that focuses on the last hour for the same case is shown in Figure 4. In focusing on the immediate decrease in the position estimate errors and uncertainties, it is clear that the largest improvement is with the first minutes UHF Doppler data, decreasing from a mapped RSS position error of nearly 2.5km to under 100m within a few minutes.
and decreasing to nearly 10m before entry (defined as \( t = 0 \) in the figure). These results clearly show the benefits of collecting spacecraft-to-spacecraft UHF Doppler and processing with a fit covariance from DSN radiometric data processing.

![Figure 4. Simulated UHF data processing results with DSN tracking as shown in Figure 3, but focusing on the last hour before entry. Note that with only a few minutes of collecting UHF Doppler the estimates and uncertainties drop below 50m (1\( \sigma \)) and continue to improve as more data are collected.](image)

The second analysis assumes only spacecraft-to-spacecraft data are processed starting at the nominal MSL separation time of 10 minutes before entry interface and ending at chute deploy. The results do not include UHF outages due to plasma, although the results as a function of time can be used to determine the errors at the time of the data outage. The results for this analysis are shown in Figure 5. This case shows the expected result for processing only UHF data after separation and assuming a diagonal initial covariance.

### IV. Spacecraft-to-Spacecraft Navigation Algorithms

In order to achieve the goal of having a navigation filter running on the Electra processor, the algorithms required must be defined. The selection of algorithms is separated into three main areas. The first area is dynamic modeling, which includes all forces and moments acting on the spacecraft. The second area is measurement modeling, which includes all incoming data that are to be processed with this filter. The third area is the selection of a filter algorithm. Each of these areas are covered in detail.

#### A. Dynamic models

There are several options for the level of fidelity in the dynamics model. It is possible to simply integrate the IMU output and only model the gravitational acceleration, but here it is assumed that the accelerometer output is processed as a measurement to update the lander’s position and velocity while the gyro output is integrated directly to propagate the attitude.

The filter dynamics model is based on a development of an EDL reconstruction tool for Mars Exploration
Figure 5. Simulated UHF data processing results for an MSL approach and landing in Radial (R), Transverse (T) and Normal (N) directions, along with RSS position estimate and 1σ error. UHF Doppler collection begins 10 minutes from entry.

Rover (MER) in 2002. This development is currently being used for an aerobraking analysis tool under development for Mars Reconnaissance Orbiter (MRO) to be used in 2006. The models in this section are used to propagate the spacecraft state and uncertainties in time.

The state vector at time $t_k$ is defined by

$$X_{k_{(9 \times 1)}} = \begin{bmatrix} [r_{cg}]^I & (3 \times 1) \\ [\dot{v}_{cg}]^I & (3 \times 1) \\ [\delta a_{cg,unmod}]^I & (3 \times 1) \end{bmatrix}$$

(1)

The equations of motion $F_k$ for this state vector $X_k$ and applying the dynamics modeling assumptions above are

$$F_k = \dot{X}_{k_{(9 \times 1)}} = \begin{bmatrix} [r_{cg}]^I & (3 \times 1) \\ [\dot{v}_{cg}]^I & (3 \times 1) \\ [\delta a_{cg,unmod}]^I & (3 \times 1) \end{bmatrix} = \begin{bmatrix} [\dot{v}_{cg}]^I \\ \frac{1}{M_{sc}} [F_{ng,dyn}]^I + T_B^I [\delta a_{cg,unmod}]^I + [g_{cg}]^I \\ -[B_a]_{(3 \times 3)} [\delta a_{cg,unmod}]_{(3 \times 1)} \end{bmatrix}$$

(2)

where

$$[B_a] = \begin{bmatrix} \frac{1}{\tau_{ax}} & 0 & 0 \\ 0 & \frac{1}{\tau_{ay}} & 0 \\ 0 & 0 & \frac{1}{\tau_{az}} \end{bmatrix}$$

and
\[ M_{vc} = \text{vehicle mass} \]
\[ T^I_B = \text{rotation matrix, body frame to inertial frame} \]
\[ [F_{ng,dyn}]^I = \text{sum of non-gravitational forces acting on body c.g., inertial frame} \]
\[ [\delta a_{cg,unmod}]^B = \text{empirically estimated unmodeled accelerations acting at the vehicle c.g., body frame} \]
\[ [g_{cg}]^I = \text{gravitational acceleration acting at the body c.g., inertial frame} \]
\[ \tau_{an} = \text{unmodeled acceleration component random correlation time constant (sec)} \]

In order to perform time updates on the covariance matrix, a state transition matrix \( \Phi_{kk}(t_i, t_{i-1}) \) is required. For the state vector \( X_k \) defined above, the state transition matrix is

\[
\Phi_{kk}(t_i, t_{i-1}) = \begin{bmatrix}
\phi_{rr}(3\times3) & \phi_{rv}(3\times3) & \phi_{ra}(3\times3) \\
\phi_{vr}(3\times3) & \phi_{vv}(3\times3) & \phi_{va}(3\times3) \\
\phi_{ar}(3\times3) & \phi_{av}(3\times3) & \phi_{aa}(3\times3)
\end{bmatrix} = \begin{bmatrix}
I_{(3\times3)} & 0_{(3\times3)} & 0_{(3\times3)} \\
0_{(3\times3)} & I_{(3\times3)} & 0_{(3\times3)} \\
0_{(3\times3)} & 0_{(3\times3)} & I_{(3\times3)}
\end{bmatrix}
\]

B. IMU Measurements

The IMU measurement model is based on a development of an EDL reconstruction tool for Mars Exploration Rover (MER) in 2002.\(^5\) This development is currently being used for an aerobraking analysis tool under development for Mars Reconnaissance Orbiter (MRO) to be used in 2006.\(^6\) The IMU data includes output from 3 orthogonal gyros and 3 orthogonal accelerometers for the approaching lander. The models here are based on the current data processing strategy, which is still under development. This strategy is to process the IMU output via filtering of the accelerometer measurements to update the position and velocity and to directly integrate the gyro measurements to update attitude.

The model used to create the gyro measurements from the true body angular rates is

\[
\omega_G(3\times1) = M_{SF}(3\times3) \left\{ I_{(3\times3)} + M_{MA}(3\times3) + M_{NO}(3\times3) \right\} \left\{ T^G_B(3\times3) [\omega_{SC}(3\times1)]^B \right\} + b_g(3\times1) + \epsilon_g(3\times1)
\]

where

\[
\omega_G = \text{Angular rates measured by gyro, in gyro platform frame} \\
M_{SF} = 3 \times 3 \text{ matrix of gyro scale factor errors (diagonal matrix)} \\
M_{MA} = 3 \times 3 \text{ matrix of gyro axis misalignment errors (zero-diagonal matrix)} \\
M_{NO} = 3 \times 3 \text{ matrix of gyro non-orthogonality errors (zero-diagonal matrix)} \\
T^G_B = 3 \times 3 \text{ matrix transforming from the body frame to the gyro platform frame} \\
[\omega_{SC}(3\times1)]^B = 3 \times 1 \text{ vehicle angular rate, body frame} \\
b_g = 3 \times 1 \text{ vector of gyro biases, per axis} \\
\epsilon_g = 3 \times 1 \text{ vector of random gyro noise}
\]
To define the accelerometer measurement, a brief description of the problem is required. An accelerometer can only sense non-conservative forces and requires outside models for conservative forces to define the total acceleration. For this problem, the only conservative force is gravity. At a minimum, a gravity model is required to directly integrate the data to correctly propagate the trajectory. Since this setup involves filtering the accelerometer data, additional models are required to allow the filter to apply corrections to specific physical models and the remaining unmodeled acceleration parameters. The model used to create the accelerometer measurements from the true non-gravitational acceleration is

\[
a_a(3\times1) = M_{SF_a}(3\times3) \left\{ I(3\times3) + M_{MA_a}(3\times3) + M_{NO_a}(3\times3) \right\} \left\{ T_B^B \left[ a_a(3\times1) \right]^B \right\} + b_a(3\times1) + e_a(3\times1) \quad (5)
\]

where

- \( a_a \) = Specific force measured by accelerometer "triad", in accel platform frame
- \( M_{SF_a} \) = 3 x 3 matrix of accel scale factor errors (diagonal matrix)
- \( M_{MA_a} \) = 3 x 3 matrix of accel axis misalignment errors (zero-diagonal matrix)
- \( M_{NO_a} \) = 3 x 3 matrix of accel non-orthogonality errors (zero-diagonal matrix)
- \( T_B^B \) = 3 x 3 matrix transforming from the body frame to the accel platform frame
- \( [a_a(3\times1)]^B \) = 3 x 1 vehicle specific force, body frame
- \( b_a \) = 3 x 1 vector of accel biases, per axis
- \( e_a \) = 3 x 1 vector of random accel noise

For \( [a_a(3\times1)]^B \),

\[
[a_a(3\times1)]^B = \left\{ T_B^B \left[ a_{cg,ng,mod}(3\times1) \right]^I \right\} + \left\{ \delta a_{cg,unmod}(3\times1) \right\}^B + \left\{ [\omega SC(3\times1)]^B \times [\omega SC(3\times1)]^B \times [r_{a/cg}(3\times1)]^B \right\} + \left\{ \left\{ \alpha_{SC,mod}(3\times1) \right\}^B + \left\{ \alpha_{SC,unmod}(3\times1) \right\}^B \times \left[ r_{a/cg}(3\times1) \right]^B \right\}
\]

where

- \( T_B^B \) = Transformation matrix, inertial frame to body frame
- \( [a_{cg,ng,mod}(3\times1)]^I \) = Acceleration of the vehicle c.g. due to modeled non-gravitational forces, inertial frame
- \( \delta a_{cg,unmod}(3\times1) \) = Unmodeled acceleration of the vehicle c.g., body frame
- \( [\omega SC(3\times1)]^B \) = Angular velocity of the vehicle, body frame
- \( [r_{a/cg}(3\times1)]^B \) = Distance vector from vehicle c.g. to accelerometer "triad origin" reference point, body frame
- \( \alpha_{SC,mod}(3\times1) \) = Angular acceleration of the vehicle due to modeled torques, body frame
- \( \alpha_{SC,unmod}(3\times1) \) = Unmodeled angular acceleration of the vehicle, body frame

The measurement partials used to process the accelerometer measurements \( H_A \) are a simplified version of the model used to simulate the measurements. First, the accelerometer reports unbiased non-gravitational
forces, so \( b_n = 0 \). In addition, the scale factor error \( \mathbf{M}_{SF_n} \), misalignment error \( \mathbf{M}_{MA_n} \) and non-orthogonality error \( \mathbf{M}_{NO_n} \) are all zero. With these assumptions, the accelerometer measurement partials are

\[
H_{\tau_{B}}^{\tau_{B}} = \frac{\partial \mathbf{T}_{B}^{B}}{\partial \mathbf{k}_{k}} = \mathbf{T}_{B}^{B} \frac{\partial \mathbf{a}_{a}^{B}}{\partial \mathbf{X}_{k}}
\]

where

\[
\frac{\partial \mathbf{a}_{a}^{B}}{\partial \mathbf{r}_{c_{B}}^{(3 \times 3)}} = \left\{ \mathbf{T}_{B}^{B} \frac{1}{M_{sc}} \left[ \frac{\partial \mathbf{F}_{n_{B},c_{sc}}}{\partial \mathbf{r}_{c_{B}}} \right] \right\} + \left\{ \frac{\partial \mathbf{a}_{a}^{B}}{\partial \mathbf{r}_{c_{B}}} \right\} I_{3 \times 3}
\]

\[
\frac{\partial \mathbf{a}_{a}^{B}}{\partial \mathbf{v}_{c_{B}}^{(3 \times 3)}} = \left\{ \mathbf{T}_{B}^{B} \frac{1}{M_{sc}} \left[ \frac{\partial \mathbf{F}_{n_{B},c_{sc}}}{\partial \mathbf{v}_{c_{B}}} \right] \right\} + \left\{ \frac{\partial \mathbf{a}_{a}^{B}}{\partial \mathbf{v}_{c_{B}}} \right\} I_{3 \times 3}
\]

\[
\frac{\partial \mathbf{a}_{a}^{B}}{\partial \mathbf{\delta}_{a_{c_{B}},un_{mod}(3 \times 3)}} = I_{(3 \times 3)}
\]

with the \( 3 \times 3 \) matrix \( \mathbf{R}_{a/c_{B}} \) an expansion of the cross-product operator:

\[
\mathbf{R}_{a/c_{B}} = a \times \mathbf{[r}_{a/c_{B}]^{(3 \times 3)}} = \begin{bmatrix}
0 & (z_{a/c_{B}})^{B} & (y_{a/c_{B}})^{B} \\
-(z_{a/c_{B}})^{B} & 0 & (x_{a/c_{B}})^{B} \\
(y_{a/c_{B}})^{B} & -(x_{a/c_{B}})^{B} & 0
\end{bmatrix}
\]

C. Electra Measurements

A key radiometric observable that the Electra transceiver will formulate is 2-Way Total Count Carrier Phase \( O^{2WTP} \) at the UHF band. This observable contains information that can be related to the 2-Way Integrated Doppler \( O^{2WID} \) shift between an Electra transceiving element and a transponding element (typically another Electra). The following provides the mathematical basis for formulating,

1. 2-Way Total Count Carrier Phase \( O^{2WTP} \) measurement,
2. 2-Way Integrated Doppler \( O^{2WID} \) measurement,

using a detailed model of the Electra transceiving and transponding elements and the Electra clock that is used to time tag the measurements.

1. Electra Oscillator and Clock Models

Electra’s signal and clock functions are derived from a common reference oscillator that nominally operates at 76MHz. Each of the observables \( O(\cdot) \) mentioned above is measured and stamped with a time tag derived from a local clock \( \tau(t) \) that is being driven by an oscillator that is common to both this clock and the observable. The model for the Electra clock \( \tau(t) \) and associated reference oscillator frequency \( f(t) \) take the form,

\[
\tau(t) = b + (1 + d)t + a(\frac{t^2}{2}) + \frac{4}{f_0} \psi(t) \quad (s) \rightarrow
\]

\[
f(t) = f_0 \frac{d\tau}{dt} = f_0 \left[ (1 + d) + at + \frac{1}{f_0} \frac{d\psi(t)}{dt} \right] \quad (Hz)
\]
where

\[ t = \text{true time in seconds past a specified epoch} \]
\[ b = \text{clock bias (s)} \]
\[ d = \text{clock drift, or oscillator fractional frequency offset (s/s)} \]
\[ \dot{d} = \text{clock acceleration, or oscillator aging (s/s^2)} \]
\[ \psi(t) = \text{oscillator random phase process in (cycles) with } E[\psi(t)] = 0 \]
\[ f_0 = \text{Nominal reference oscillator frequency} = 76728576.15Hz \]

where the appearance of the 4 in the equation for \( \tau(t) \) is because the frequency used for the clock divides down the reference oscillator by 4 yielding a nominal clock tick of 52.1318\( \mu \text{sec} \). Associated with the clock model is the delta clock model which is defined as

\[
\Delta t \triangleq \tau(t) - t = b + dt + \frac{a}{2} t^2 + \frac{1}{f_0} \psi(t) \quad (s).
\]

(7)

It is assumed that there exist nominal model values for the bias, drift, and acceleration \((\bar{b}, \bar{d}, \bar{a})\) that are related to the true values as follows,

\[
b = \bar{b} + \delta b = \text{nominal bias } + \text{an unknown delta bias},
\]
\[
d = \bar{d} + \delta d = \text{nominal drift } + \text{an unknown delta drift},
\]
\[
a = \bar{a} + \delta a = \text{nominal acceleration } + \text{an unknown delta acceleration}.
\]

Using the nominal values any recorded time tag \( \tau(t) \) can be calibrated to produce a new time tag as follows,

\[
\tau_c(t) = \tau(t) - \Delta \bar{t} = t + \Delta t - \Delta \bar{t}
\]

(8)

where \( \Delta \bar{t} \) is Eq. 7 evaluated with nominal values. The calibrated time tag can be rewritten as follows,

\[
\tau_c(t) = \Delta \bar{t} + t
\]

with

\[
\Delta \bar{t} \triangleq \delta b + \delta dt + \delta a t^2.
\]

(9)

The preceding observations about time tags can be used to expand models for observables that have time been measured and tagged with a local clock. In particular, the measured observable \( O^m(\cdot) \) taken at the true time \( t \) is dependent on the clock/oscillator parameters as follows,

\[
O^m(t; b, d, a),
\]

however, note that \( t \) is unknown, and that the measurement process has tagged the recorded data with \( \tau(t) \). The computed observable \( O^c(\cdot) \) is derived from nominal model values and uses the associated time tag \( \tau \). The functional form of \( O^c(\cdot) \) is,

\[
O^c(\tau; \bar{b}, \bar{d}, \bar{a}),
\]

(9)

The time tag \( \tau(t) \) can be calibrated using Eq. 8 which transforms Eq. 9 into,

\[
O^c(\tau_c; \bar{b}, \bar{d}, \bar{a}).
\]

Now expand \( O^m - O^c \) in a Taylor series,

\[
O^m(t; b, d, a) - O^c(\tau_c; \bar{b}, \bar{d}, \bar{a}) = O^m(\tau_c - \Delta \bar{t}; \bar{b} + \delta b, \bar{d} + \delta d, \bar{a} + \delta a) - O^c(\tau_c; \bar{b}, \bar{d}, \bar{a})
\]

\[
= \left[ \frac{\partial O}{\partial \bar{b}} + \frac{\partial O}{\partial t} \frac{\partial (-\Delta t)}{\partial \bar{t}} \right]_{\tau_c, \bar{b}, \bar{d}, \bar{a}} \delta b + \\
= \left[ \frac{\partial O}{\partial \bar{d}} + \frac{\partial O}{\partial t} \frac{\partial (-\Delta t)}{\partial \bar{d}} \right]_{\tau_c, \bar{b}, \bar{d}, \bar{a}} \delta d + \\
= \left[ \frac{\partial O}{\partial \bar{a}} + \frac{\partial O}{\partial t} \frac{\partial (-\Delta t)}{\partial \bar{a}} \right]_{\tau_c, \bar{b}, \bar{d}, \bar{a}} \delta a.
\]
Note the following
\[
\frac{\partial(-\Delta \tau)}{\partial b}_{\tau_c; b, d, a} = \frac{\partial}{\partial b} \left[ (b - \bar{b}) + \delta dt + \frac{\delta a t^2}{2} \right]_{\tau_c; b, d, a} = -1
\]
likewise,
\[
\frac{\partial(-\Delta \tau)}{\partial d}_{\tau_c; b, d, a} = -\tau_c \quad \text{and} \quad \frac{\partial(-\Delta \tau)}{\partial a}_{\tau_c; b, d, a} = -\frac{\tau_c^2}{2}.
\]
The preceding observations will be used to derive partials for the observables that are formulated in this study.

2. 2-Way Total Count Phase

The physical path of the signal that is measured by the receiving element of the Electra transceiver at time \( t_3 \) originated from the transceivers transmitting element a round trip light time ago plus some hardware delays at time \( t_1 \). The time line of this journey is illustrated in Figure 6 where the following definitions apply,

\[ t_1 = \text{The time that the signal leaves the transceiver electronics}\]
\[ t_{1x} = \text{The time that the signal leaves the antenna of the transceiving element. Note that the transceiver delay is defined as } \Delta_{xx} \triangleq t_{1x} - t_1.\]
\[ t_{2r} = \text{The time that the signal is received by the transponding antenna}\]
\[ t_2 = \text{The time that the transponding NCO actually measures the phase.}\]
\[ t_{2x} = \text{The time that the signal leaves the antenna of the transponding element. Note that the transponder receive delay is defined as } \Delta_{r} \triangleq t_2 - t_{2r} \text{ and the transponder transmit delay is defined as } \Delta_{tx} \triangleq t_{2x} - t_2.\] The time between when the NCO measures the phase and when the D/A converter remodulates that phase onto the return carrier is assumed to be negligible.
\[ t_{3r} = \text{The time that the signal is received at the transceiving antenna.}\]
\[ t_3 = \text{The time that the transceiving NCO actually measures the phase. Note that the transceiver transmit delay is defined as } \Delta_{xx} \triangleq t_3 - t_{3r}.\]
\[ \rho_1 = t_{2r} - t_{1x} = \text{One-way light time on the forward link from the transceiver to the transponder.}\]
\[ \rho_2 = t_{3r} - t_{2x} = \text{One-way light time on the return link from the transponder to the transceiver.}\]

![Figure 6. Timeline of an Electra 2-Way total count phase measurement.](image)

With all of these times defined the actual 2-Way total count phase measurement that is recorded by the Electra transceiver can be modeled using,

\[ O_{2WTP}^\triangle(t) \triangleq M_2(\phi_{xx}(t_1) - \phi_{tr}(t_2)) + (\phi_{tx}(t_2) - \phi_{xt}(t_3)), \]

where \( \phi_x(\cdot) \) is the phase transceiver at different times at points in the receive/transmit path, and \( \phi_t(\cdot) \) is the phase of the transponder at different times and points in its receive/transmit path. The details of these
phase models are described shortly. First, consider that the phase models for the reference oscillator on the transceiver is related to the frequency model given in Eq 6 as follows,

$$\phi_x(t) = \int f_x(t)dt = \phi_{x0} + f_0 \left[ (1 + d_x)t + a_x \frac{t^2}{2} \right] + \psi_x(t),$$  \hspace{1cm} (11)

where the subscript ‘x’ refers to the transceiver, and \( \phi_{x0} \) is the initial phase of the transceiver oscillator. An equivalent model for the transponder’s reference oscillator takes the form,

$$\phi_t(t) = \int f_t(t)dt = \phi_{t0} + f_0 \left[ (1 + d_t)t + a_t \frac{t^2}{2} \right] + \psi_t(t),$$  \hspace{1cm} (12)

Where the subscript ‘t’ refers to the transponder, and \( \phi_{t0} \) is the initial phase of the transponder oscillator. The components appearing in Eq. 10 can now be defined and related to the oscillator models given by Eqs. 11 and 12, specifically,

$$\phi_{xx}(t) = M_{xx} \phi_x(t) = \text{Phase of the transmitted carrier signal sent by the transceiver at time } t.$$  \hspace{1cm} (13)

$$\phi_{tr}(t) = M_{tr} \phi_t(t) = \text{Phase of the transponder signal that is mixed with the received signal at } t.$$  \hspace{1cm} (14)

$$\phi_{tx}(t) = M_{tx} \phi_t(t) = \text{Phase of the transponder carrier signal sent by the transponder at time } t.$$  \hspace{1cm} (15)

$$\phi_{xr}(t) = M_{xr} \phi_x(t) = \text{Phase of the transceiver signal that is mixed with the received signal at } t.$$  \hspace{1cm} (16)

Hence, the signal that the transponder phase tracking loop records, which is then remodulated on the return link signal, is the beat signal obtained via mixing and sampling and is the term \( \phi_{xx}(t_3) - \phi_{tr}(t_2) \) in Eq. 10. The remodulated signal is multiplied up by the turn-around ratio \( M_2 \) and is related to the other transponder multipliers as follows,

$$M_2 \equiv \frac{M_{tx}}{M_{tr}}$$  \hspace{1cm} (17)

Finally, the signal that is ultimately recorded by the transceiving element at the final return of the signal at time \( t_3 \) includes the sum of the forward link phase shift \( M_2(\phi_{xx}(t_1) - \phi_{tr}(t_2)) \) and the return link phase shift given by \( \phi_{tx}(t_2) - \phi_{xr}(t_3) \). All of the multipliers in Electra can be set/reset via commanding. Typical values that have been used for simulation are,

$$M_{xx} = 5.6973684210526319$$

$$M_{xx} = 5.2342836257309946$$

$$M_{tx} = 5.2339181286549712$$

$$M_{tr} = 5.6970029239766085$$

and are rational numbers relating to internal integer multipliers that configure Electra’s transmit and receive frequencies that depend on whether Electra is transceiving or transponding.

Combining Eqs. 11, 12, 13, 14, 15, 16, and 17 and reducing to a numerically stable form yields an simplified expression for Electra’s 2-Way total count phase,

$$\phi^{2WTP}(t_3) = f_0 \left\{ -M_2 M_{xx} \left[ (1 + d_x)\Delta_T + a_x \Delta_T \left( t_3 - \frac{\Delta_T}{2} \right) \right] + (M_2 M_{xx} - M_{tr}) \left[ (1 + d_x)\psi_x(t_1) + a_x \frac{t_1^2}{2} \right] + (M_2 M_{xx} \psi_x(t_1) - M_{tr} \psi_x(t_3)) - N \right\}$$  \hspace{1cm} (18)

where,

$$\Delta_T \equiv \Delta_{tr} + \Delta_{tx} + \Delta_{xr} + \Delta_{xx} + \rho_1 + \rho_2.$$  \hspace{1cm} (19)

It should be noted that the term for the initial phase has been grouped into an initial phase term labeled \( N \) that is typically unknown. The most significant observation regarding Eq. 18 is that the random phase of the transponder oscillator does not appear in the final result. The absence of this random phase contribution is the chief advantage of using two-way data over one-way data. To actually use this data for navigation partial derivatives with respect to dynamic and bias parameters is needed. For the sake of brevity these have not been included in the paper, however, if the reader desires they can contact the authors to obtain them.
3. 2-Way Integrated Doppler

Recall that the 2-Way Total Count Phase measurement $O^{2WTP}(t)$ contains unknown biases. To eliminate these unknowns for navigation the phase measurements are usually processed as an integrated Doppler measurement that is the difference of two phase measurements separated by a specified count time $T$. That is, the equation defining Electras 2-Way Integrated Doppler is given by,

$$O^{2WID}(t_2^3) \triangleq - \{ \phi^{2WTP}(t_2^3) - \phi^{2WTP}(t_1^3) \},$$

where $T \approx t_2^3 - t_1^3$ which is approximate because the Electra clock will drift from the ideal count time $T$ as the real clock progresses from $t_1^3$ to $t_2^3$. It is for this reason that the observable is not divided by the measured count time, as doing so would unnecessarily complicate the partials for the observable.

D. Filter Algorithm

There are several filtering approaches under consideration in cooperation with other technology tasks, but the approach investigated here is the use of an Extended Kalman Filter (EKF). Various factorized Kalman filter formulations are being studied, along with a sigma-point filter as an alternative. The formulation of the EKF is based on the square-root implementation by Carlson.

V. Future Work

The mathematical models described above will form the basis of a navigation filter that can process IMU and Electra Doppler data. Coding for this filter is in progress and will be completed as part of this task. As this filter is tested, additional modifications to the algorithm set will be provided as needed.

The navigation filter will be ultimately tested on a breadboard version of the Electra processor, which will process Doppler data that will ultimately be built by Electra and IMU data that is received from outside Electra. In preparation for testing in hardware, a software emulator of the Electra SPARC processor, a Sparc V7 RISC based processor with a clock speed of 24MHz, has been obtained. This emulator is a software equivalent of the Electra hardware processor provided by the Electra development team. It will also include the interfaces needed to import the IMU data and to export filtered solutions.

To support hardware testing of the developed filter, a breadboard version of Electra made with commercial parts has been constructed by the Electra team. This breadboard will be serve as a demonstration platform for the completed software.
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