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JPL Rovers, Technology History 

1990, Robby: stereo vision, 6 DOF manipulation, path 
planning, conditional sequence execution, Sun workstation 
and 68020 processors. (3m long, 1 OOOkg mass) 1 OOm 
traverse in arroyo. 

1994, Rocky 4: bump/proximity sensing, 1 DOF rock 
chipper, reactive navigation algorithm, integrated 
spectrometer, 681 1 processor. (60cm, 10kg). Tens of 
meters traverse in arroyo with soil return to lander with 
active beacon 

1997, Rocky 7; stereo vision, 4 DOF arm, 3 DOF mast, stereo 
vision for onboard hazard detection and path planning, sun 
sensing and gyro for heading determination, rock constellation 
based localization. 68060 processor, (60cm, 15kg). 1 km 
integrated traverse in Mojave. 

2007, FIDO; stereo vision, 4 DOF arm, 4 DOF mast, 3 DOF drill 
positioning, stereo vision for onboard terrain traversability 
measurement, sun sensing and IMU for position estimation, PI1 
processor, ( I  m, 50kg). 20 sol desert operations from JPL 
including traverse and instrument positioning. 



Taxonomy of Mars Rover Navigation Development 
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Improvements in Mars Rover Position Determination 

Leqacy Techniques Acc. 

I. Odom. + gyrocompass Robby 
2. Odom. + compass 
3. Odom. f angular rate sensor 70% Sojourner 
4. Odom. + IMU + sun sensor 6% Rocky 7 

Rocky 4 

5. Odom. + /MU + EKF (+ ss) 3% - FlDO 

New MTP Products 
6. Visual Odometry 2% 
7. Full Kinematics 
8. Sinkage Estimation 
9. Slippage Estimation 
IO. Full Estimator 



So, what are the impediments to progress? 

Duplicative efforts prevent attainment of critical mass: 
.= Many mobile robot projects within NASA funded institutions 

are building systems of similar functionality without sharing the burden of 
software i nfrastruct u re develop men t . 

~ t ~ ~ ~ ;  New starts of projects often wipe the slate clean to eliminate 
old system problems and lack of familiarity or trust with previous product. 
Typically, software with legacy is due solely to a single individual or team, not the 
com m u n i ty . 

Need to Follow software community lead: 
I nt: The value of shared software is illustrated by Linux, 

GNU, Intel Computer Vision Library, etc. 
I " n: It dominates software development, especially in 

industry, but is under-utilized in robotics. 

Leveraging complimentary efforts: 
s 
and rare. 

: Across related tasks within NASA (and DoD) is often arduous 



Unified Research Software Motivation 
I. Legacy Capture 

2. Tighter Coupling of Robotics & AI 

3. Multi Platform Support 

4. Multi User Integration 

5. Complementary Algorithm Leveraging 

6. Competitive Algorithm Comparison 

7. Technology Validation 

8. Mission Infusion 



Enabling Architecture 
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A View o f  Architecture Hierarchv 

Typical 3 Level Architecture 

Functional Level is often flat - vpically a 
thin layer over the hardware 
Planner has no access to Functional Layer. 
Abstraction and granularity is mixed with 
intelligence. 

CLARAty 2 Layer Architecture 
Functional Layer contains object-oriented abstraction 
of hardware at all levels of system granularity. 
Planner and Exec are similar, dominating at different 
levels of granularity, sharing a common database. 
Planner does not have direct access to the Functional 
Layer for execution, but executive may be minimized. 
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Granularity Matching between Layers of 
Decision, Function, 
Simulation, and Operations 

Goals enter at top 

Kev points: 

Granularity penetration at each 
level may vary. 
Simulation may exist at all levels of 
granularity. 

Operations access to Functional 
Layer through DL, even if at a 
single point 

Decision Layer access to 
simulation passes through 
Functional Layer, even at a single 
point. 
DL / FL interface independent of 
simulation or real system 
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Sim Environment Sim Rover and Instruments 
~ S ~ ~ ~ C ~ ~ ~ ~  (ROAMS) 



x,y,heading) wri site F = (0, 0, 12 ), 
mane= Isiteslsite-6lposltlon I IfrontHazcamlvlew-1 
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FL Architectural Components 

Generic Physical Components (GPC) 

Specialized Physical Components (SPC) 
- Locomotor, Arm, Mast, Spectrometer, . . . 

Generic Functional Components (GFC) 

Specialized Functional Components (SFC) 
- ObjectFinder, LayerDetector, VisualNavigator, StereoProcessor, . . . 

Data Structure Components (DSC) 
- Array, Vector, Matrix, Map, Container, LinkedList, Bit 
- Image, Message, Resource 
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Distributed Hardware Architecture 

Sun Sensor 

Rocky 8 

I Wireless ethernet t -  
1394 FireWire 

Widgets . Single Axis Controllers . Current Sensing . Digital I/O 

12C Serial Bus I 
I I I 

. Analog - I/O e.. 

ActuatodEncod 
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Custom Architecture / Variability 

Rocky 7 

I 

1 Video Switch4r 

VME Arch A I 0  
m68k Arch 
Framegrabbers 
Digital I/O 
Analog I/O 

Parallel Custom Interface 
MUX/Handshaking 

Potentiometers 
PID Controllers 

/ 

Actuator/Encoders 



I Mz<Type> ControlledMotor 

Controlled - Motor - Imp1 

Joint Linear - Axis 

Non-Reusab 

0 Non-Resuable 
T I  Resuable 



Code Reusability 

Lines of 
FlDO Modules Code Status 

Lines of 
Rockv 7 Modules Code 

If&i Reusable - Strict I 56YJ I 

Status 



Actual Example of Code Reusability for software modules: 
- Wheeled Locomotor Hierarchy - works for Rocky 8, Rocky 7, Fido, K9, and 

much more 

X 
I 



Collaborative Development for Locomotor 

Designed for Rocky 7 
Used Motor class 
Separated wheel 
control from locomot 
Built-in pose estimati 

Generalized design for wheeled 
locomotors 
Full and partially steerable vehicle 
Used generic motor classes 
Implements fixed axle model 

1 Developed continuous dr ivin 

JPL - 1998 // JPL - 2001 
Redesign/ I 

L mature Separated model from contr 
Add separate locomotor stal 
Add concept of wheel and 
steerable wheel, Drive Cmd 
Drive Sequence 
Adapt to ATRV, Sim, 
Rocky 7, Rocky 8 

Add ( 
Use device and telemetry 
in fi-astructure 
Add adaptation to K9 

In Progress 
ARC - 2003 CMU - 2002 



Multi User Integration 



CLARAty Development Team 

NASA Ames Research Center Jet Propulsion Laboratory 
- Maria Bualat - 
- Sal Desiano - 
- Clay Kunz (Data Structure Lead) 

- Randy Sargent 
- Anne Wright (Cog-E and core lead) 

- 
- 
- 
- 
- 

Carnegie Mellon University - 
- David Apelfaum - 

- 
- - Reid Simmons (Navigation lead) 

- Chris Urmson - 
- David Wettergreen - 

- 
University of Minnesota - 
- Stergios Roumeliotis 
- Master Student 

Max Bajracharya (Cog-E & vision lead) 
Edward Barlow (34) 
Antonio Diaz Calderon (34) 
Caroline Chouinard (36) 
Gene Chalfant (34) 
Tara Estlin (36) (Decision Layer lead) 
Erann Gat (36) 
Dan Gaines (36) (Estimation Lead) 
Mehran Gangianpour (34) 
Won So0 Kim (34) (Motion lead) 
Michael Mossey (31) 
lssa A.D. Nesnas (34) (Task Manager) 
Richard Petras (34) (Adaptation lead) 
Marsette Vona (34) 
Barry Werger (34) 

0 phi rTec h 
- Hari Das 

MIT 
- Brian Williams 
- Greg Sullivan 



Software Development Network 

I I T T  T T T  * I 

Repository J [ Releases J [ Web J [ 3rdParty J 
Rocky8 J 

[FIDo) 

penchtops 4 

FYOO FYOl FY02 FY02 

ExtendedTeam 

About 300 modules in 
Repository 
About 500,000 lines of 
C++ code 
Five rover adaptations: 
R7, R8, FIDO, K9, ATRV 
Most technology 
modules are at Level I 
and Level II integration 



CLARAty Testbeds 



MTP 
New NRA Competed Tas 

RMSA Competed Tasks 

IS 
I rvms I I I Lai J I ALERT 
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Jet Propulsion Lab 

U. Minnesota 

1 " Lee I 



Levels of Integration 

Level I - Deposited 
- Code exists in CLARAty repository - all Intellectual Properties items cleared 
- Compiles as a standalone application - no dependencies to other modules 
- Have test programs and user documentation for getting started 

Level II - Encapsulated 
- Integrated with other CLARAty modules 
- Uses CLARAty components to interact with rover 
- Does not support a CLARAty API 
- Runs on at least one robot platform 

Level 111 - Inteqrated 
- Conforms to a generic CLARAty API (or parent class) 
- Has no unsupported 3rd party dependencies 
- Runs on all applicable rover platforms 

Level IV - Refactored and Reviewed 
- Software reviewed by committee to ensure internaVexternal consistency 
- Uses all applicable CLARAty classes 
- Internally conforms to CLARAty conventions and coding standard 

Level + - Reused 
- Re-used by other modules in CLARAty - dependent module 
- Provides access to all internal data products 



Is CLARAty Paying Off? 

Some Data Points 
After integrating and tuning EKF into new estimation framework on 
Rocky 8 (3 months), integrating algorithm for FlDO took 3 days! 
After testing CLARAty/Morphin navigator on Rocky 8, integrating 
and testing on FlDO took 2 days and on K9 I week 
After getting locomotion working on FIDO, moving to K9 took 4 
days 
After getting mast software to work on Dexter, moving to Rocky 8 
took 2 weeks and to FlDO 4 days 
Adaptation of entire locomotion, motion control, I/O control and 
communication onto completely new avionics FPGA hardware with 
PPC405 took 2 weeks 

ufts are fr rofessionat CLAR y developers 
access ~ ~ v e l o ~ ~ e ~ ~  for new users 



Technology Algorithms in CLA RAty 

Selected Robotics Algorithms (in CLARAty) 



Competitive and Complementary 
Algorithm Integration 





Architectural Traverse Example (1) 

Rover State Updates 
I ,  I Path Information 

Lulll l l lullull l~ U l l U  

I 
I 

K9 Rover 

Asynchronous 
e.g. Rate Set at: 5 Hz 

I( I I Obstacle Mapper 1 7  e.g. Kate bet at: K n z  

I Path Planne; I 
I - 

I K? Mapper 

IL- ' 

Asynchronous - "  r,  T T 

I 1 

f Asynchronous 

Terrain Sensor 

/ 

Synchroiious/or 
Asynchronous 

I I I I I I I '  

Enr rose cmmator Stereo Processor 
JPL Stereo * 

I Stereo Camera 
e.g. Rate Set at: lOHz 
used by other activities- 



Architectural Traverse Example (2) 

L W I I I I I I U l l U l l l t ;  U l lU  

Rover State Updates 
I t  i 

K9 Rover - '  
f 

\ Path 

\ 
Information 

\ 
Gestalt Navigator Asynchronous 

Rate Set at: 5 Hz D* Path Planner 

I\ in c hronous 
Rate Set at: 8 Hz I 

K9 Locomotor 

I \  - I I I I  I Pose Estimator 

F A  I Ctoron  Pmroccnr I I I I EKF Pose Estimator-' 

S ynchronous/or T 
Asynchronous I Stereo Camera I 
e.g. Rate Set at: lOHz 
used by other activities- 



Technology Validation 
Process for Mission Scenarios 



‘09 MSL Validation Scenario # I :  
L o n _ q e  Traverse 

Description: En ab I e auto no mo us traverse , obstacle avoid an ce , 
and position estimation providing up to 100mkol with less than 3% 
error relative to starting position. 



‘09 MSL Validation Scenario #2: 
Amroach & Instrument Placement 

Descripfion; Enable placement of a science instrument on a 
designated target, specified in imagery taken from a stand-off 
distance. Placement accuracy to be within 1 cm or 0.1 YO, from a 
stand off distance not greater than 10m. 

partial panorama 
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UHF Helix 
Antenna 

IR Spectrometer Science Stereo Imager and Navcams ___+ 

Secondary 
Scoop and 

Remote Sensing Mast --+ 
Primary Arm 
with Surface 
Abrader, Corer 

S pect rome t er 
Probe 

I 

Payload Module containing 
Analytical instruments and 

SNSPaH 

A not shown) 



Technology Component Flow 

Robotics 
Technology 

r 

CLARAty 
Task 

M S L  
Strategy Requirements 

Other 
Projects 
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Summatv 

Previous point design of systems has yielded some 
solutions but lack critical mass amongst all NASA 
robotics efforts. 

Cross-leveraging and comparison of solutions 
requ ires extensive software infrastructure 
development , u n derway . 
A major product is validation for mission infusion. 

Another major product is building a legacy of robust, 
documented software and algorithms for future 
leveraging by technology development efforts. 




