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ABSTRACT

AVIRIS operations atthe Jet Propulsion 1 aboratory includes a significant datatask. The
AVIRIS data facility is responsible for data archiving, data calibration, quality’
monitoring and distribution. Since 1987, the data facility has archived over oncterabyte
of AVIRIS data and distributed the.sc data to scicnee investigators as requested. In this
paper we describe recentimprovements in [he. AV IRIS data facility.

1.0 INTRODUCTION

AVIRIS mcasures spatial images of the upwelling spectral radiance through 224 spectral
channiels a arate of 17 megabits PO second. On a single flightup to ten gigabyles
21,000 kmA2) of data may be acquired. During atypical cight month period of flight
operations AVIRIS will collectairborne scienee data 011 more than 30 flights. This
translates m collection of onthe order of 200" gigabytes of imaging spectromeler data
cach ycar. Inthe AVIRIS data facility, al of these data as well as ground calibration and
engincering data arec moved through the steps shown intable 1. In"Table 2, a stinmary of
the AVIRIS data acquired and moved through the data facility since 1991 is given.

‘The AVIRIS sensor and data facility has been operational since 1989. In cach year since,
modifications have been pursued inmost of the subsystems of sensor and the data
facility. These modifications have been designed 1o improve the rate and the quality of
calibrated imaging spectrometer data de.lived (o the science contmunity. Changes 10
AVIRIS prior 101992 have been described previously ( Porter et al., 1990 and 1 Iansen ¢t
a., 1 99?). luthe following scetions of this paper we desctibe more recent and planned
improvements to AVIRIS the data facility.

20AVIRISD ATAF ACIHLITY IMPROVEMENTS

?.1 1 997 Data Facility Modifications

In 1992, with the upgrade of the high density tape recorder in the AVIRIS sensor, a new
high density [ape. recorder was installed in the AVIRIS data facility. Since installation, a
sophisticated softwar cinferface has been developed bet weenthe HIEDTR and the AVIR] S
archiving softw are, This allows rapid downloading as wellas detailed monitoring of [he.
AVIRIS data transferred from the high density data tape.

Priotto the 1997 flight scason, a complete rewrite of the soltware to archive, calibrate
and distiibute AVIRIS data was undertaken. Typically 200" gigiabytes of laboratory and
flight AVIRIS data pass through this code cach year. Most data distributed 1o
investigators have the calibration algorithms (Green et a., 1992) applied inthis code as
well. A limited augmentation 1o the data facility computer hardware was undertaken in
conjunction with the software upgrade.  Sensor performance and data quality monitoring
were designed into this new code as core capabilitics. The upgrade was completed in
1992 and resulted ina quadrupling of the data archiving, calibration and distribution
performance of the data facility.




As part of the AVIRIS software upgrade, a relational database was integrated into the
AVIRIS data facility soltware to control and record AVIRIS data activitics. This data
base has significantly improved levels of data trend analysis as well as data acquisition,
:ahibration and distribution tracking,

A policy was established in 1992, with the support of the AVIRIS NASA sponsors, 10
offer data acquired in previous years to investigators for the marginal cost of
reproduction. This has resulted in the exploration of the uses of imaging spectrometry
data by additional university, industry and government investigators,

2.2 1993 Data Facility Modifications

An extensive effort has been undertaken to climinate potential single point failures in the
AVIRIS data facility system in 1993, Removal of single point failure has been motivated
by the desire to minimize interruptions in data delivery to the AVIRIS investigators. This
elforthas been Jargely successful with most of the AVIRIS software capable of operating,
on two or more computer hardware platforms. At present, the single HIYIR at the data
lacility remains the dominant potential single point of failure.

In 1993, a softwarc subsystemn has been pursued to automate the generation of AVIRIS
calibration files. This software allows rapid reduction of the gigabyles of radiometric
calibration data acquired in the laboratory belore and after cach flight scason. A number
of analysis tools have been developed to monitor and validate this process ol radiometric
calibration file generation,

To allow use of AVIRIS data in calibrating and modeling current and future spaceborne
sensors, soltware has been developed to offer AVIRIS data convolved to the spectral
characteristics of a number of satellites. Currently weighted spectral convolution
software has been completed for the Optical Sensor (OPS) on board the Japanese Earth
Resources Satetlite 1. For this spaceborne sensor, AVIRIS data are being used (o
establish the on orbit calibration of OPS (Green et al., 1993a). In future, weighted
spectral convolution AVIRIS imagery will be available in the AVIRIS spectral range for
Landsat TM, Landsat MSS, AVHRR, 1IOS ASTER, EOS MODIS, EOS MISR, clc.

An improved capability for the monitoring of cncoded sensor telemetry has been
developed in 1993, The software allows the rapid extraction and trend analysis of
lclemetry stored in the AVIRIS data base. Monitoring and assessment of the sensor
telemetry encoded on the high density data tape is required prior 1o authorizing
subscquent airborne acquisitions of AVIRIS data.

Al AVIRIS data are archived, calibrated and distributed through the AVIRIS data
facility. Based on the modifications described, the capability of the data facility to fulfill
this role has kept pace with the growing demand for calibrated AVIRIS data. A
summary of the recent and projected acquisition and distribution of AVIRIS data arc
given in Table 3. At present, an archive of approximately one terabyte of AVIRIS data
acquired since test flights in 1987 is maintained under the cognizance of the data facility.,

2.3 Data Facility Future Plans

In 1994 a new archive server compulter is planned to be acquired in the AVIRIS data
facility. This machine will replace hardware acquired in 1989 that is becoming
unmaintainable. With this hardware upgrade, further improvements in data archiving
rates and data quality monitoring will be possible. Compatibility with future system and
network software releases will also be ensured. In conjunction with the archive server
upgrade, the data facility plans to maintain AVIRIS quicklook images on-line for a one
year period after acquisition. Maintaining these images on-line will allow investigators o
retricve and examine quicklook data as soon as they are available via modem or Internet.
These improvements are consistent with the current goals of the AVIRIS data facility: 1)
(o deliver quicklook images Lo investigators within one week of acquisition, and 2) o
calibrate and distribute data 1o investigators within two weeks of request. o exceed



these performance goals in the future, on-line storage and direct nelwork distribution of
AVIRIS data is being investigated.,

Finally, the data facility hopes to pursuc the delivery of AVIRIS derived geophysical
parameters in addition to the instrument measured signal and calibrated upwelling
radiance currently offered. Geophysical parameters that are currently being considered
are apparent surface reflectance (Green et al., 1993b), atmosphere water vapor, surface
leafl water, cirrus cloud maps, surface oxygen pressure height, ete. Some of these
paramclters may be offered in the 1994 and 1995 time frame.,

3.0 CONCLUSION

Since first becoming operational in 1989, the AVIRIS system has been undergoing
incremental improvements. These improvements have occurred in both the sensor and
the data facility components of AVIRIS project. These modifications and upgrades have
been pursued to improve the quality of data provided to the scienee investigators.

In the data facility, efforts will continue towards improved data delivery rates. For
example, network distribution of quicklook iimages and eventually AVIRIS data will be
investigated. In addition, geophysical parameters, such as surface relfcctance, may be
offered direetly from the AVIRIS data facility. By pursuing these inprovements and
upgrades, AVIRIS will continue to have an important role in providing calibrated
imaging spectrometer data Lo rescarchers across the Earth science disciplines,
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8.0 TARLLS

Table 1. AVIRIS Operational Characteristics

DATAVFACILITY

Per formance monitoring, 48 hours from acquisition
Archiving One week from acquisition
Quicklook distribution One week from acquisition
Calibration ‘1 wo weeks fromrequest
Quality monitoring Prior (o distribution
Distribution T'wo weeks from request
Fngincering and data analysis 1ligh priority asrequired

Table 2. R ccent and plan AVIRIS data acquisition

1991 1992 1993%
Months of opcrations 7 8 7
Atrcralt bascs 5 4 4
Principle investigators S2(Burope) 32 35
Investigator silt.s flown 137 17? 200
I aunches 36 34 35
Calibration experiments 3 3 3
Square kilometers flown 115,000 127,300 140,000
Flight scenes 1150 1273 1400
Gigabyles archived 161 178 196
Scenes calibrated/distributed 498 847 1K)
Dataturnaroun d(months) 5 2.s 1

*projected




