A | *arallel ViterbiDecoder for Shared Memory M ultiproces-
sor A rchitect ures

I'he eflicient implementation of the Viterbi Algorithin for a shared
memory multiprocessing environment s examined. In porarticular, a
simple incthod of partitioning the state metrics across N processors
is suggested for architectures in which all processors arc Denalized
cquall y for cornmunication with an y other jrrocessor. 1'he suggested
partitioning is shown to result ina concise, cflicient update procedure
for the state metrics requiring lit tle cormmnunication between processors
other than periodic barrier synchronization and exchange of pointers
to starling regions on which to operate. 1 f the state metrics arc in-
teger valued, the implementation does not require periodic renormal-
ization of the inetrics. For the particular application of the Vi terbi
algorithm Lo telemetry decoding with a large number of states (2%)
and asmall number of processors, the suggested state partitioning and
u] »date procedure is analyzed for performance and scalability. Specific
timing results for one, two, and four processors arc offered.
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