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Introduct ion

The continued high cost and risk of placing astronauts in space has
placed considerable burden on NASA to cut costs and consider other
means of achieving mission goals both effectively and safely,
A d d i t i o n a l l y ,  f u t u r e  s c i e n c e  m i s s i o n s  w h i c h  might place a
tremendous burden on Shuttle availability, or require extended
vehicle duty cycles on the Lunar surface and Mars surface, might
preclude the presence of astronauts altogether. The solution to this
d i l emma invo lves  r ecogn iz ing  the  e s sen t i a l  mission and  cost
parameters which must be controlled, and that determining which
functions to leave to astronauts and which functions to automate is
actually a complex resource allocation problem. A four tiered
mathematical model has been designed, built, and tested on Space
Station subsystems to assist the decision process associated with
making human-machine tradeoffs. The model is composed of 1) a
task decomposition step (involving both task time and safety
elements as part of selecting the likely automation candidates), 2)
development of conceptual designs and costs for the candidates, 3)
cost and benefits assessment, and 4) optimization of automation
candidates relative to a set of constraints. Although simple in
concept, the actual process must consider many non-quantitative
variables which must be merged with the quantitative factors in
formulating the solution to the competing objectives and resources
problem. Analytical advancements in the area of assessing human-
machine tradeoffs are discussed in this chapter. Recent conclusions
addressing likely near-term targets for robotics and automated
systems on Space Station, based on human-machine tradeoff studies,
are also described.



A
., . ..

,

Background

Classical system resource allocation problems have employed time
and motion studies, Project Evaluation and Review Techniques
(PERT), linear regression analysis, and dynamic programming (Refs
1 ,2). These techniques are effective under two conditions: 1 ) the
resource variables are well defined and an empirical database exists
to quantify the variables, and 2) the relationships between variables
are approximately linear. But these techniques have limitations
because not all resource allocation problems have well defined
variables, or can be uniquely configured with clean linear
relationships between variables. These limitations became
particularly apparent when JPL began developing new analytical
techniques for making human-machine tradeoffs while injecting new,
advanced automation technology into application designs.

The Jet Propulsion Laboratory (JPL), California Institute of
Technology, has historically been one of the lead NASA centers for
unmanned missions. Deep space probes such as Voyager, and more
recently, Magellan and Galileo, are semi-autonomous vehicles. As
such, JPL has been o~e of the leaders in autonomous system design
and control for some time. In the nineteen seventies, JPL was
involved in transferring expertise and technology for automated
systems to the private sector through the Energy and Technology
Applications Program. The first exposure to having to explore new
ways of managing limitations of techniques such as mentioned above,
came through an Advanced Underground Automated Mining project
sponsored by the Department of Energy, Bureau of Mines in the late
nineteen seventies. Although, on the surface, the insertion of
automation into the mining process appeared to be a classical
production optimization problem, upon further study it turned out to
be a complex “interplay” of several factors. A means of assessing
product ion impact  consider ing l imi ted workforce  and dollar
resources, variations in coal properties, mining techniques, and
machine operator ability had to be developed. Not only production,
but health, safety, system complexity, reliability, and technology
variables had to be assessed in the final selection of the “best”
human-machine combination. Although the coal mining industry had
an extensive historical productivity and task work hour database,
except for picking out obvious production stumbling blocks, the
database was useless because the automated system performance
required the model to “project” time, productivity, safety, and’ cost
impacts. Last, new technology was needed to replace old technology,
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and a new machine configuration needed to be conceptually
generated to facilitate cost and benefit projections. Given all of the
above analytical factors, it was clear that a new technique needed to
be developed to combine the various quantitative and qualitative
variables, and provide a solid means for choosing human-machine
options. It was also clear that in this new realm of competing
objectives and resource allocation, the idea of the “optimal solution”
had to yield to a “best” or “reasonable” solution,

The problem was ultimately solved by building a model consisting of
1 ) a task network analysis (PERT) to drive out the major production
barriers, 2) an interactive industry survey of potential quantitative
impacts of automation on the major production stumbling blocks, 3) a
technology assessment and conceptual design of the p r i m a r y
automation candidates, and 4) a cost and benefits analysis which
included health and safety impacts analysis. The final results, which
identified the highest payback design option, were presented as a
multi-variable envelope consisting of cost, production impact,
projected reduction in average yearly injuries, and reduction in
exposure to coal dust. The modeling tool was eventually employed
by the Utah Power and Light Company to automate one of their high-
seam longwall mining operations (Ref 3).

The experience gained from the above initial modeling effort set the
stage for the improved version(s) developed for Space Station. The
newer versions of the human-machine tradeoff model, and assoc-
iated supporting analytical processes, are discussed in the following
sections.

The Problem of Limited On-Orbit Resources

One of the recurring problems which the NASA manned spacecraft
community must constantly address is the availability of crew
workhours. The Shuttle Mission Operations Directorate (MOD) at
NASA JSC spends months meticulously planning each crew member’s
daily and hourly schedule. Typically, after subtracting out house-
keeping activities, equipment monitoring, and anomaly/failure
troubleshooting, an average on-orbit day only has three to five hours
of productive time available for payload tending and science (Ref 4).
It is clear, based on the Shuttle workload history, that crew avail-
ability is one of the most important resources to be managed. The
recent Shuttle mission calling for retrieval and repair of the
INTELSAT communication satellite (STS-49, May 14, 1992) is a good
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example of the importance of crew availability for contingency.
What was originally planned for a two EVA crew and one IVA crew
member, eventually required a three EVA crew and one IVA crew
member after two unsuccessful tries to retrieve the satellite.

Similarly, current workload studies suggest the Space Station crew is
going to  be  under  equal  pressure  to  mainta in  an extremelY
aggressive day-to-day work schedule with little time available for
contingency (Refs 5, 6). Most importantly, the combined crew
workload relative to EVA and IVA (Intravehicular  Activities) tasks
must not  jeopardize  as t ronaut ,  and overa l l  sys tem,  safetYo
Concurrently, every effort must be exerted to meet mission
objectives. This operational dilemma has historically placed
significant strain on manned spacecraft systems. Whereas at one
time astronauts felt strongly about exercising complete control over
all spacecraft functions, the newer breed of astronaut (particularly
mission specialists) recognizes the potential workload-mission
conflict and welcomes assistance through robotic and automated
systems (Ref 6).

Determination of Major Resource Variables

The key resource variables which consistently need to be balanced to
solve the allocation puzzle, were determined by talking directly to
the MOD at the Johnson Space Center (JSC) responsible for making
crew/ system allocation decisions (Ref 7). The primary variables
include, 1) system cost (initial investment and life cycle), 2) weight
impact, 3) power consumption, 4) crew work hour impact ,  5)
reliability (impact on system mean time between failures), and 6)
safety (reduction in hazard exposure  hours ) . The secondary
variables are associated with minimizing the technology develop-
mental risk (i.e., making sure the necessary technology is developed
at a timely rate which allows it be incorporated into the overall
system by launch). These variables include 1) technology avail-
ability (both immediate and far-term), 2) retrofit amenability, and 3)
technology importance to mission(s) completion. These last three
variables do not normally have quantitative cost values, but they
have major cost and schedule implications and are primarily used as
“branching” or “bounding” decision factors in making human-machine
design tradeoffs.

A branching or bounding decision factor means that the variable is
used as a limiting or cutoff point. For example, a particular tele-

-4-



robotic design option might appear functionally sound, but might
require technology which will not be available for several years past
the intended launch date. Given a hard launch constraint, the only
recourse is to branch to another design option. In this example,
technology availability is used as a decision point to further limit the
subsets of viable technology/design options.

Summary of Analytical  Approaches

Several different types of modeling approaches have been used to
develop a solid design tradeoff foundation for the manned spacecraft
problem. Some of the approaches are based on well established
operations research techniques; and, others are extensions or
refinements of more recent decision making structures. It is not the
purpose of this section to revisit and derive the host of analytical
equations and examples leading up to the final human-machine
tradeoff model. This information can be found in the several
references cited in this chapter. Rather, this section provides the
reader with insight into how the space station community is using
techniques like this to select reasonable solutions to an extremely
complex tradeoff problem; and, what those solutions are.
Subsequently, a summary of the analytical techniques is provided
here along with supporting references for the interested reader.

A. Guidelines for Automation

As a preface to the discussion of analytical approaches, it is
important to recognize the basic human factors principles which
provide a high level filter for the initial selection of task candidates
which represent good targets for automation, This high level filter
feeds the first step in the analytical process - the task network
analysis. Accepted human engineering standards suggest that the
following criteria be used for determining which functions to
automate in complex manned systems. Designers should automate,
in prioritized order, tasks which (Ref 8):

1. Endanger crew safety,
2. Cause perceptual saturation,
3. Must be completed on compressed timelines,
40 Exceed operator bandwidth limitations,
5. Are complex, or require quickened response,
6. Represent complex mathematical/logic problems,
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7. Are time consuming, repetitive, sequential,
require extensive memorization, or boring.

Criterion (1) is obvious since tasks which directly expose astro~uts
to hazards should be automated. The reader should note that th~mQ%”-
an implied “acceptable” level of risk associated with this item.
Clearly, sending astronauts into space is hazardous by itself. But
given that NASA accepts this risk, then the implication here is that
once on-orbit, we should look for ways to reduce exposure to hazards
which both affect astronaut safety and mission safety.

Criteria (2)-(6) are all equally weighted in that they all address the
problem of “errors.” Errors caused by having to process considerable
information and react quickly can not only result in component
failures, but can have safety impacts as well. The last criterion is
related to the above five in that the long term effects of tedious tasks
can result in operational errors.

When the above criteria were applied to the Space Station system
design and projected operations, the following functions became
obvious robotic or automated system candidates (Ref 9):

1. EVA (assembly and long-term servicing of the station/payloads)
2. Subsystem monitoring
3. Subsystem state verification/calibration
4. Mission/operations planning
5. Subsystem state assessment/change

The candidate of greatest concern to NASA right now is, based on
current EVA/IVA workload studies (see “problem of limited
resources” above), the EVA function. Recent decisions on how NASA
will proceed with the phased solution to this problem will be
discussed after the summary of the supporting analytical techniques.

B. s olution Structure

As stated earlier in the Introduction, the model developed for the
Space “ Station assessment was a four-tiered system which enabled a
logical analysis, filtering, and grouping of data into the final cost-
benefit and design tradeoff algorithms. That logical structure starts
with a detailed task network analysis. This analysis identifies the
obvious high workload, and potentially hazardous, task elements.
The resulting “functional” and “time” (task and hazard exposure) data
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are stored for use in the conceptual design, cost-benefit, and tradeoff
modules. The next component of the problem structure is the
determination of how the functional candidate will be automated.
This requires both a design and technology assessment. cost
estimates are developed for the conceptual design using a “bottom-
Up” component-by-component (hardware and software) approach.
This step provides a solution to the “cost” side of the problem. The
benefits side considers the task time, safety, and “other” potential
benefits (e.g., reduction in number of launches) obtained by reducing
the human involvement. Using constraints,
resource variables (see above), the various
design options are interactively assessed until
option(s) surface.

or bounds, on the key
robotic or automation
the safest, lowest cost

The above discussions and sections provided a foundation for the
reader to understand the primary tradeoff, or resource variables, the
near-term automation candidates, and the solution structure. The
next section provides a summary of the various solution techniques
developed around the above foundation,

C Analytical Techniques

1. Task Network Analysis

The first component, task network analysis, is used uniformly in all
of the analytical models which have evolved. The network analysis
is a standard PERT type approach, exactly the same as presented in
classical operations research textbooks. The two major departures
from classical PERT analysis are derived from the recognition that
human resources in space cannot be looked at the same way as in the
private sector. The idea that “time is money” is not exactly correct.
Although an approximate value of a “workhour in space” can be
determined based on the cost of putting a human on-orbit, what is
most important is how time is put to good use for science (the
concept of quality-time). Therefore, the workhour time variable is
analyzed by superimposing either EVA/IVA limits (based on overall
schedule demands and life support constraints), and exposure time
limits to hazards (based on pre-determined  historical constraints
(e.g., radiation, EVA life support system constraints)). When the
schedule and hazard constraint template is placed over the projected
task timelines,  the high task time drivers exceeding the constraint
template then represent the primary targets for telerobotic or
automation augmentation (Refs 7, 10).
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The second departure was more a matter of “foundation” than
“process.” It was recognized early in modeling stages that the task
analysis was tedious and obviously could not draw on earth based
industry experience. The PERT steps of the analysis, the process
component, was straightforward. However, a detailed list  of
historical tasks in space had to be compiled to enable task sequence
construction. This process was initiated by studies such as the
Automation, Robotics, and Machine Intelligence Systems effort (Ref
11), and the McDonnell Douglas The Human Role in Space activity
(Ref 12). Drawing on these data, the bank of Shuttle task data, and
more recent contractor projections for work-load on Space Station,
JPL developed a relational database which allows one to assemble
any desired task sequence based on historical and projected
task/time data using the Telerobot Joint Analysis System (Ref 13,
14). This tool supports the tasking analysis front-end to the human-
machine tradeoff process,

2. Technology Assessment and Conceptual Design Generation

The technology assessment and conceptual design
human-machine tradeoff process has also been
throughout the evolution of the modeling effort.
earlier automated mining problem, the spacecraft
the analyst to develop concepts which augment,

element of the
used uniformly
Similar to the

problem requires
or replace, the

historical - human function highlighted by the above task - constraint
template. This was done by pooling the results of NASA, national
laboratory, industry, and university projections on technology
needs/availability. The assembly of a conceptual design followed
standard automated system design practice (see Fig. 1), namely (Ref
7, lo):

1 ) The telerobotic  or automated system must have, at the lowest
level, sensors to provide intelligence to the control system,

2) The system must have low level dedicated processors which
provide reflex/safing  control (e.g., shutting off fuel flow in the
event of a leak),

3) Subsystem level processors must  be  present  to  manage
incoming/outgoing command and status
limited diagnostics/fault management

I rapid response,

information and provide
for functions requiring
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4) System level processors must be included to provide an interface
to the operator or fault manager, and contain sufficient memory
and on-line analytical tools to enable supervision of control
operations and full fault recovery.

I II-J
,:,~;:::~

Subsystem Processor . . ~

Actuators/ sensors
Robot

Figure 1. Standard Automated System Design

The network communication and actuator components exist whether
the system is manually controlled or semi-autonomously controlled
and, therefore, are not included as part of the system design. The
two most important uses of the technology and conceptual design
outputs are, 1) the technology assessment provides another
screening variable relative to whether or not a needed piece of
technology will be available on time, and 2) the conceptual design
element feeds the cost-benefit assessment.
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3. Cost and Benefit Projections

Two primary cost-benefit approaches were developed as part of the
human-machine tradeoff process, namely: 1) incremental cost
reduction, and 2) net cost savings (Ref 7, 10). Both of these
approaches are summarized here. The “costing” approach for both
techniques is provided first, followed by a separate section on
“assessing tradeoffs” utilizing both techniques.

a. Incremental Cost Reduction

The incremental cost reduction technique provides a means of
successively paring down automation options to eliminate the “low

, performers” before finally attempting to separate out the best set of
automation candidates, Additionally, the approach utilizes a variable
which measures the fractional increase/decrease in a particular cost
variable as a result of automating a particular function(s). The
process starts by taking the results of the task and conceptual design
analyses and establishes an “efficient frontier” of viable options.
Only the major variables of cost and productivity are used at this
time. The cost of each telerobotic or automation design option is
estimated using a “bottom-up” approach. The design is broken down
into its hardware and software components (i.e., at the level of
sensors, servos, actuators, processors, software module) and, using
state-of-the-art industry historical costs, summed to obtain a
implementation/delivery cost estimate. Spares are included and
software is estimated using current versions of the COCOMO software
costing model (Ref 15). If a component is not commercially available,
current development costs and technology availability projections
are used to project “time-of-availability” costs. The new technology
cost projection can be computed by combining a historical percentage
breakdown on first flight unit cost, as a function of total flight
development cost.

The efficient frontier is established by plotting each candidate’s
relative projected impact on productivity as a function of relative
cost. The candidates exhibiting the best productivity impact with the
least cost are the winners. Equation (1) provides the mathematical
representation of the decision process.

~UX ~~i~i , subject to (eq. 1)
x i–1
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~Ci(X)Xi S C
i=l

(eq.1.a)

Where, Pi = incremental crew hours saved if function i is
automated

X, = automation decision variable; equal to 1 if
automated, O if not

Ci(X) = net incremental cost for automating function i
c = cost of most expensive man-machine alternative

The next step in the paring-down process is to take the above subset
of viable candidates and determine the projected life cycle cost
impact of inserting the technology into each respective subsystem.
The mathematical representation of this next step is shown in
equat ion (2) .

n

Z(Cxi X[z(
H

- cKBi ) = n m 1* bKvEj cKvEi (eq. 2)
,= 1 P v i=l  j = l i p v

where,

Cfxi = Life cycle cost of subsystem i
cLCBi = Life cycle cost benefit of automating subsystem i

b~vEj = Fractional change in life cycle variable element j
resulting from automation

c’LCVEj = Life cycle cost variable element j (e.g., development,

operations, maintenance, training, manpower)
P v  = Present value taken

The fractional increase/decrease in a particular cost variable was
determined through three primary sources of historical data: 1)
NASA/Department of Defense/aerospace industry data on automated
spacecraft/aircraft/ship based systems; 2) Automobile industry (U. S.,
Japan); 3) Other industry (IBM, Honeywell, FMC Corporation). Where
life cycle cost projections for Space Station components existed, they
were used. Unknown cost variables were determined by using a
historical “total percentage” breakdown for space based systems (e.g.,
Shuttle). By knowing one, or more, major cost component(s) (e. g.,
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development/first unit cost), each of the other components can be
represented as a function of the known variables. Each of the
unknown variables are then projected as a fraction or multiple of the
known cost components. Upon completion, a major piece of the
tradeoff puzzle is available (example can be seen in Ref 16).

The third step in the paring process considers not only the now
derived quantitative tradeoff factors (productivity, cost/savings), but
incorporates other less quantitative factors as well. This total
consideration of quantitative and non-quantitative factors is the list
of resource variables described earlier in this chapter, This third
step employs a well established decision analysis technique called
multi-attribute decision analys is  (MADA) to  rank order  the
automation options across all tradeoff factors, or “attributes” (Ref
17,18), The objective/attribute hierarchy is shown in Figure (2).
The technique basically calls for the analyst to establish measures for
each attribute (i. e., cost-dollars, productivity-hrs saved, hazard
exposure-hrs  exposed, reliability- mean downtime or time between
failures), technology availability- years to introduction). Approx-
imate value ranges for each attribute are assembled based on the
earlier analysis, historical data, and industry design projections, The
analyst then carefully selects a group of experts in the field of
automation/telerobotics  and proceeds to interactively question them
on their preferences for the different automation options within the
range of the projected state values for each attribute. The expert is
asked to globally examine the full range of state values, and, through
a structured question and answer process, provide his assessment of
candidate performance within the expected range of state values.
The expert’s projection of performance is equated to a “utility” value;
and, once the utility values are known, the utility curve can be
approximated. A utility value is selected within the range of O to 1;
with O representing “low” performance, 1 representing “high”
performance,  and .5  represent ing average (or  the  point  of
indifference) performance. An “overall” utility value, for a particular
option, is calculated by combining the various sub-utility values
across all attributes. The outcome is a “weighted” product of the
experts’ responses.

The analyst now has a ranking of the best-to-worst telerobotic or
automation options considering the host of tradeoff variables. The
solution is not considered optimal, but reasonable, The last step, the
system tradeoff and best-mix analysis, can now be performed u’sing
a much smaller subset of viable automation candidates. It should be

-12-



t
+
w

I

OBJE~”lVS
ASSESS SPACE STATION

MAN. wACHINf ALTfRNAT!VTS
OR TECHNOLOGY OPTIONS

fCCNbMIC
SU80BJ[CTIW

OPWAilCNAL TfCHN!CAL SAfFTY

MOST
AUTOMAT ION

[

MAXIMIZE MINIMIZE MAXIMIZE
PERFORMANCE

FOR LEAST COST R6D RISK SAFETY

I I

INITIAL RECLt7RlNG
CRITERIA RESOLACf

MINIMIZE
LIFE-CYCLE

MINIMIZE

COST CO NSUF.WTION FIODUCT!WTY RELIA8!L!TV DE(AY IN EXPOSURE TO
COST C APABILITY HAZARD

L

I

I

COST AT

I

LIFE  -CYCLf WEIGHT
POVKR SAVINGS IN DOWNTIM

ATTRIBUTES loc COST PER MISSION IN KILOGRAMS CONSUMPTION CREW HOURS IN HOW!S
IN !$84 $ IN 1%4 $ IN WATTS PER DAY PER DAY

‘?%%. B15&21 .  ‘::s;”  I
tXPOSED/DAY

‘ows 1

Figure 2. Hierarchy of Objectives, Criteria, and Attributes



noted that the simplifying assumption that only a given subsystem is
affected by a particular automation option is conservative. Indeed,
automation has a cross-correlation effect across subsystems (i.e.,
subsystems can share computing and diagnostic resources to meet
redundancy needs).

b. Net Cost Savinm

The net cost savings approach is more straightforward than the
above incremental cost reduction technique, and was derived as an
evolution of that model. All of the same sources of data/techniques
are employed to determine the various development, flight  unit,
operating, and maintenance cost parameters. The difference
revolves around the basic cost savings equation. Whereas the
incremental approach uses a automation cost reduction factor (b),
coupled with multi-attribute decision analysis for the harder to
quantify design/cost attributes, the cost savings technique specif-
ically concentrates on the cost-based variables and proceeds to
calculate the  net
automation and the
relationship is shown

TotO& Mp~A+NA

cost savings between the system
system with automation. The cos
in equation (3).

– TotO&A4py+wA+Au’0  – CIPV 2 O,given

b,pv = @TE, + FLT, + L.)
Pv1=0

where,

TotO&A4wA+wA  = Total  operat ions
cost without au

TotO&M EVA+ IVA+Auto = Total operations

without
savings

(eq. 3)

and maintenance
oma ion

(eq. 3a)

and maintenance cost
with automation

c1 = Development (DDT&E), flight unit (FLT),
and launch costs (LC)

P v  = Present value taken
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Upon completion of this step, the analyst has established a matrix
with option cost along the horizontal, and cost savings along the
vertical. Each of the automation candidates occupy their respective
position within the matrix. As with the incremental cost reduction
approach, the last step, the system tradeoff analysis, can now be
performed using any one of the candidates in the matrix.

4. Design Tradeoff Analysis

The last analytical procedure calls for the analyst to iteratively sort
through the telerobotic  and automation design options and find the
best overall system mix/design which meets the budget, produc-
tivity, and other attribute constraints. This last subsection completes
the above cost-benefit discussion by addressing the two primary
techniques for picking the best telerobotic or automation option(s).

a. Incremental Cost Reduction O~timization

It is now possible to impose some form of system optimization,
having pared down the array of automation options to a subset
which represents a reasonable solution pool. A standard linear
regression technique was employed for the final tradeoff step (note-
it is not necessary to assume linearity, but it appears to provide a
reasonable solution given the uncertainty associated with the various
attribute data). The ‘solution of the problem calls for
system-wide subset of automation options, across
which satisfy all major constraints. Mathematically,
stated as shown in equation (4).

X5(%-%7)(%)%
k=l t=l
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The
and

~: Hh(ab)=O
k=l t=l

where,

(eq. 4.d)

nx ati =1, k=l... n,t=n,abn,  ab 20 for all k, all m
t=l

A = subset of viable man-machine alternatives
of akt

Bkt = net benefit from automating subsystem, k,
alternative, t. This net benefit is made up

composed

with
of the benefit

from manhours saved, Mkt, and other incremental net
dollar benefits, ckt, [i.e., Bkt is (~kt + ckt)]

Ckt = net subsystem, k, cost not considering the benefit of
automating alternative, t

Ct = cost target for the

W k t = incremental weight
with alternative, t

Pkt = incremental power
with alternative, t

total system

impact of automating subsystem, k,

impact of automating subsystem, k ,

Wt = system-level weight constraint

Pt = system-level power constraint

Hkt = incremental hazard exposure time reduction due to
automating subsystem, k, with alternative, t

Ukt = identified man-machine alternative, t, for a given
subsystem, k

branch and bound technique is the preferred method of solution
is a standard operations research optimization process. The

technique begins by obtaining a bound on ‘the objective- function (i.e.,
maximize productivity hours/value) by suppressing the depend-
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encies at the system level. This is done by fixing the values in the
above equations at their upper values and solving the resultant
integer linear program. Next, the branch and bound method requires
that the set of all feasible solutions (i.e., the telerobotic  and
automation candidates selected, by subsystem, using the previous
paring down process) first be partitioned into subsets. This means
that we start by picking one candidate from each subsystem and
form a single system solution subset. This process continues until all
candidates are partitioned into subsets. Because the objective
function requires that we maximize available on-orbit workhours
and net benefits, without exceeding a cost ceiling, any solution subset
which surpasses the cost ceiling is excluded. The remaining subsets
are partitioned further and examined in the same manner. This
process is repeated until
the objective
the objective
subsets that
upper bound

b. Net Cos t

function.
function.
“minimize”
on each of

a feasible solution is found which satisfies
It is possible that no solution subset meets
In this event, the next step is to select the
the difference between the cost target and
the solution subsets.

~ Wirnization

The net cost savings optimization process aims at establishing an
envelope of acceptable telerobotic or automation solutions. In the
process of performing the cost savings calculation, the high cost
operations and maintenance drivers become apparent. If a telerobo-
tic/automated system is going to be cost effective, it must offset
these high cost drivers. The ability of a given design option to effect
these high costs is determined by plotting cost savings as a function
investment cost; and, then parametrically varying the major
operating cost drivers. By doing this, the analyst can see how much,
and how quickly, changes in the major cost drivers effect the net cost
savings. As with the incremental cost reduction approach, the final
“best” design may only offer a reasonable payback.

The application domain for this technique was the Space Station
Flight Telerobot Servicer (FTS)(Ref 10). The problem was to find an
FTS configuration which could provide enough functionality to reduce
EVA hours sufficiently to allow the station to be assembled in the
prescribed number of flights (i.e., early workload studies showed
that insufficient EVA astronaut hours were available to assemble/
maintain the station in the first several years of operation). Figure
(3) displays a graph of required EVA assembly hours, versus the
EVA budget (driven by constraints of the EVA life support system
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and fatigue). As can be seen, the addition of the FTS allowed the
budget to be met. When the cost savings analysis was done it was
discovered that even with the highest estimated dollar value of an
EVA hour, the real cost driver was the flight manifesting and launch
costs. This variable was critical because if assembly or maintenance
on-orbit is not completed on schedule, then additional Shuttle flights
must be scheduled and payloads must be remanifested to meet both
weight and workload constraints. This remanifesting effort is done
at great expense. Therefore, by varying launch costs one could see
the allowable FTS investment cost range that would still allow the
system to breakeven or save money. A set of graphical plots
showing an envelope bounded by cost savings and an FTS cost
investment range were generated by parametrically varying Shuttle
launch costs. An example of one of these plots is shown in Figure (4).
Other cost saving envelopes were generated using other drivers such
as EVA hours, discount rate, and combinations (e.g., EVA hours and
Shuttle manifesting) to obtain a clear picture .of the FTS design
configuration offering the best impact on meeting the EVA hour
budget, while still offering a savings given current/projected Shuttle
launch costs.

Implications of Telerobotics and Automation for Space S t a t i o n

The above discussion provided the reader with an understanding of
some of the current modeling techniques being employed to weigh
the human versus machine partitioning problem. With the
opportunity to perform more unmanned and manned missions in
space, coupled with the growing availability of advanced telerobotic
and automation technology, it is clear that for safety, efficiency, and
cost reasons we must develop a clearer understanding of how to
resolve this extremely complex problem. We cannot take a standard
“human capital” approach to this tradeoff problem (i.e., replace
human beings with machines when the net cost/profit of the
machine exceeds the benefits offered by humans). In the space
environment, there  are  many functions better performed by
astronauts than machines. For example, the tending of science
payloads often require the performance of off-normal anomaly
troubleshooting tasks. Data collection and reduction often requires
complex on-line analysis. Finding the right mix-and-match of
human/machine skills requires an understanding of non-cost related
variables such as these. This last section explores NASA’s current
thoughts and plans relative to introducing telerobotic  and automation
technology into the manned space arena.
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Space Station Assembly Phase EVA
EVA-Only versus EVA+-FTS  Case
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There are many factors to consider in injecting more telerobotic and
automation technology into an environment classically dominated by
human operators. Earlier in this chapter reference was made to the
realization of the new “wave” of astronauts for greater augmenta-
tion by automated systems. Several “risk” factors have affected the
development and injection process. The Challenger disaster placed
NASA’s leadership role in cutting-edge science and technology
development at risk. Numerous questions have been raised about
the true need to continue to place humans at risk in the space
environment at great cost. At the same time, the research and
development budgets within NASA have been tightly constrained
over the last several years by a squeezed national economy. This
condition has required several station redesigns and made it difficult
for the technology to keep pace with flight program requirements
and demands. Therefore, NASA currently is taking a very cautious
approach to having astronauts and machines concurrently controlling
functions or telerobotic devices.

In the previous section the primary automation candidates were
listed. Although the EVA function was part of that list, distinct tasks
were not included, A more complete list of planned automation and
telerobotic  functions which resulted from the tradeoff studies is
provided here:

1.
2.
3.
4.
5.
6.
7.
8.

9.

Subsystem state monitoring
Subsystem state verification/calibration
Subsystem state assessment/change
Fault diagnostics/recovery
Mission operations/planning
Station module placement on-orbit
Module assembly
Inspection
-  Pre-assembly
- Post-assembly
- Work cell preparation
- Scheduled/unscheduled maintenance
Work cell setup/teardown

10. Station/payload servicing (Orbital Replacement Unit (ORU)
level)

-20-
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11. Logistics support to EVA
- Pallet handling
- EVA tool/component holding

Holding/jigging components being worked on by EVA
astronauts

Items (1) through (5) are more automation oriented, while items (6)
through (11 ) are telerobotic functions. In the automation area, ex-
pert systems are being built to monitor sensed subsystem state data,
simulate subsystem performance, and determine whether a state
change must be initiated, The target subsystems include almost all
of the station subsystems, such as power, life support, thermal,
navigation/control, and data management. Much of this work is
being done within the NASA centers for eventual transfer to the
primary ground operations control center, Johnson Space Center.
Before any of the expert system software will be allowed to migrate
to on-orbit systems, it will be used in the ground operations
monitoring facility. The automated control software will actually
operate simultaneously with the more manual on-orbit subsystem,
but in simulation mode. Anomalies and faults will be simulated and
diagnosed in the ground version using the actual on-orbit sensing
data, The ground version will initially provide support to the ground
operations crew. As the ground based automated systems get
debugged and confidence is established, the expert systems will be
moved on-orbit. Several of the ground based automated tools for
mission planning, state assessment/change, and fault diagnostics are
already in use for unmanned spacecraft such as Voyager, Magellan,
and Galileo.

T h e  telerobotic functions will  primarily be performed using
teleoperation  from the Shuttle and/or Space Station operator control
stations (i.e., basically real time). Current autonomous control
augmentations to manual teleoperation will initially take the form of
proximity position accommodation, joint limit monitoring, manipu-
lator pose monitoring, or force threshold monitoring and control. As
with the automated systems, all telerobotic  technology will  be
exercised in a ground based task verification environment before
being migrated on-orbit. The ground based environment will
operate  pr imari ly  in  a  support  mode for  the  on-orbi t  IVA
teleoperator. As the technology establishes a confidence base, more
functions will be offloaded to the autonomous control system. This
process will be necessary in the early phases of operation of the
Space Station because of on-board computational constraints. On the
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ground, task sequences will be built, partitioned between operator
and autonomous control, and simulated/tested before being
telemetered up to the station operator control station (Ref 19).

In addition to the migration of
developing the technology base
operation of telerobotic systems.
will initially be used for inspect
strong confidence base is built.
simulated and verified on the grc

technology on-orbit, NASA is also
necessary to allow ground-remote
When implemented, the technology

on (non-contact) type tasks until a
Again, each inspection task will be
und before a command sequence is

telemetered to the robot controller(s) (Ref 19).

Conclusions

In conclusion, the author has endeavored to expose the reader to
some of the key issues and variables which drive the human-
machine partitioning of functions in space, along with a summary of
some of the analytical techniques used in the tradeoff process, and
last, provide an indication of the direction NASA is moving in getting
the applications and technologies offering the most immediate cost
and functionality payback implemented. This tradeoff process is
being executed in a rapidly changing design and economic
environment which has  ef fec ted the  ra te  a t  which needed
technologies are being developed. This environment may impact the
readiness of the various emerging technologies. The reader will be
exposed to many of these emerging technologies and their use in
subsequent chapters of this book.
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