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Abs t r ac t . Validation of stratospheric C1O merwurements  by the Microwave Limb
Sounder (MIS)  on the Upper Atmaphere  Research Satellite (UAR!3)  is described.
Credibility of the me=urements  is established by (1) examination of the measured 00
spectral emission line and its consistency with the retrieved C1O profiles, and (2)
comparisons of MLS results with other CIO mcmmrements  by balloon-based,
ground-based, and aircraft-bawd techniques. It is concluded that MI.S Versicnr 3 CIO
data, the first version publicly released, are useful for scientific analyses at retrieval
surfac~  between 46 and 1 hPa (approximately 20 to 50 km height). Estimated values of
‘noise’ (random), ‘scaling’ (multiplicative) and ‘bias’ (additive) uncertainties are obtained
for the Version 3 data. ‘Noise’ uncertainties range from 0.4 ppbv at 46 hPa to 1.3 ppbv at
1 hPa fcm individual profile retrievals, and can be reduced by averaging. ‘Scaling’
uncertainties in the Version 3 data are 15?40 over most of the useful vertical range. ‘Bitw’
uncertainties are NO.2 ppbv over most of the range, but under conditions of enhanced
lower stratospheric C1O, degrade to -0.4 ppbv at 46 hPa. Known problems in the MLS
Version 3 C1O data are identified, and include bias errors of -0,1 to -0.2ppbv between 10
and 46 hPa for typical mid-latitude CIO conditions and +-0.2 ppbv for conditions of
depleted gas-phase HN03  which are typical of the Antarctic winter vortex. An estimated
scaling error of -+8Y0 is present in the Version 3 data for enhanced lower stratospheric
C1O. Further work is planned to correct these problerrw.

1 .  lnt,roduction

The Microwave Limb Sounder on the Upper Atmos-
phere  Research Satellite is performing the first global
mcaquremcnts  of stratospheric chlorine monoxide (CIO),
the predominant form of reactive chlorine which de-
stroys stratospheric ozone (03). Knowing the amount
and glcjbal distribution of stratospheric CIO is impor-
tant since the rate of 03  destruction by chlorine them-
istry can be inferred from the abundance of C1O, and the
primary source of stratcepheric chlorine is industrially-
produced c}dorofluoroc~bons  (CF’CS) [Molina arid Rou&
land, 1974]. Chlorine destruction of 03 in the upper
stratoaphcre  is proportional to [C1O], the CIO number
density. I,arge springtime 1- of Antarctic ozone [Far-
man et al., 1985] k caused, primarily, by a process pro.
portional  to [CIO]2 [e.g., Solon)  on, 1990] where reaction
of C1O with itself [Jfolina  and Molina,  1987] controls
the overall rate.

‘hchniques  which have been developed to measure

stratmpheric  CIO include in situ and remote methods.
The in situ technique observes 1189A fluorescence from
Cl atoms which have been converted from C1O by re-
action with NO in a fast flow reactor cell. It haa been
deployed on parachutes released from balloon {Anderson
ef al., 1977], reel-down from balloon [Brwne et al., 1985],
piloted aircraft [Brune,  et al., 1988], and recently devel-
oped for remotely-piloted aircraft [ l’ooh ey et al., 1993a].
Remote techniques include hetcrodyne measurements
of millimeter, subrnillimeter  and infrared spectral lines,
aq well aa interferc>metric  observations of submillimcter
lines. The millimeter-wavelength heterodyne technique
— used on UATU%  MLS -– has been used previously
from aircraft [Waters et rrl., 1979], ground [e.g., Pam”sh
et al., 1981], and balloon [e.g., Waters et al., 1981]. Sub-
millimeter heterodyne  techniques have been used from
balloon [Stachnik  et al., 1992] and aircraft [Crcroell  et
al., 1994], and submillimeter  interfcromctric techniques
from balloon [Car/i  et al., 1988]. The millimeter and
submillimeter  techniques meawrre  atmospheric thermal
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emiqsion.  Infrared heterod yne mewrements  were of at-
mospheric absorption of solar radiation, and conducted
from balloon [Menzies; 1979, 1983].

This paper describes validation of the UARS MLS
C1O mcawrrement.s. Here ‘validation’ is defined as e~
tablishing  the credibility of the measurements and their
estimated uncertainty (both accuracy and precision). It
involves ( 1 ) quantifying contributions to the overall un-
certainty from various sources —- such as instrument
noise, calibration and pointing, approximations made
in the data processing algorithms, spectrcx~copic  data
base, etc. --- to the overall uncertainty, and (2) corw
paring the results from MLS with other meriwiremcnts
and ‘known’ behavior of stratospheric C1O to determine
whether there is agreement to within the expected un-
certainties. Companion papers in this issue describe cal-
ibration of the MLS instrument [Jar-not et al,, 1994], and
validation of MLS 03 [J’roidevarm  et d., 1994], H20 [La-
Aoz et al., 1994], and ternperature/pressure [Fishbcin et
al., 1994]. Froidevauz et al. [1994] give details of the
algorithms used for retrieving geophysical j)arametera
from the radiances measured by MLS. ‘I’he ‘forward
model’ used for MLS retrievals will be described in a
future publication [W. G. Read et al,, in preparation].

The data discussed here are, mainly, the UARS Cen-
tral Data Handling Facility (CDHF)  Version 3 MI,S data
— the first version publicly released. Results already
published using these  data include Douglass ei al. [1993];
Elson and Froidevauz  [1993]; Geller  et al. [1993]; Schoe-
berl et ai. [1993]; Waters  et OL [1993ab,  1994]; BelI et al.
[1994]; Manney et al. [1994]; Ricaud  et al. [1994]; Santee
et al. [1994]. MLS data are available electronically from
the Earth Observing System Distributed Active Archive
Center at the NASA Goddard Space Flight Center. The
‘Standard Formatted Data Units (SFDU)  Documerlta-
tion’ made available with th~e data describe the for-
mat and content of the data files. Names used in the
SFDU Document are indicated by typewriter font (e.g.,
MIIMF5TAT)  in thh paper,

2 ,  M e a s u r e m e n t  D e s c r i p t i o n

UAIU3 MLS measurements are obtained from obser-
vations of millinlcter-wavelength thermal emission u
the instrument field-of-view (FOV)  is vertically-scanned
through the atmospheric limb.  Several references exist
which describe the general technique of micrc)wave re-
mote sensing [e.g., Siaelin,  1969; Njoku, 1982; Ulaby  et
al., 1981 ,1986; Janssen, 1993], A general description of
microwave limb sounding and its features is given by
Waters [1989,  1993]. The TJA~ MI,S  instrument is de-
scribed by Ilarofh  ef al. [1993],

CIO is measured from the spectral line for the J =
~21 + ~ rotational transition (J is the quantum nurnbcr

.

for total angular momentum) of the ‘CIO isotope in the
ground vibrational (v = O) and electronic (2113J2) states,
Stratospheric emission from this transition is centered
near 204,352 MHz frequency (1 .47 mm wavelength) and,
due to nuclear quadruple effects, is split into 8 hyper-
fine components. The hyperfine  components are spread
cwer a range of N25 MHz, and frequencies of all have
been me=ured  with .wO.02  MHz accuracy [Picketf  et al.,
1981]. The 3SC10 dipole moment for the v = o, 2113/2
state haq been measured to better than O.l$ZO accuracy
[ Yarm et aL, 1988], The linewidth  parameter for pres-
sure broadening of these transitions by both I’J2  and 02
has been measured with 3% accuracy aq a function of
temperature between 200 and 300 K [Pickett  et al., 1981;
Oh and Cohen, 1994].

The top panel of Figure 1 shows atmospheric emission
over the spectral region covered by the MI,S 205 GHz
radiometer which measures C1O. ‘I’he bottom panel
shows an expanded region of the spectrum covered by
the 205 GHz radiometer in MLS spectral bands 112 and
133 which are used for CIO. It indicates individual fil-
ter positions in the two bands, and includes contribu-
tions from both sidebands of the doublesideband  ra-
diometer. B3 was originally included in MLS to mea-
sure 11202,  when 11202 was predicted to be a major
odd-hydrogen reservoir in the middle stratosphere, with
abundances >10 ppbv [e.g., Wofsy 1978]. Refinements
to parameters used for the theoretical predictions, and
measurements [e.g., Chance et al., 1991], now indicate
only -0.1 ppbv H20 2 in the stratosphere. The UAW
MLS design was ‘frozen’ before discovery of severe ozone
]cas in the lower stratosphere over Antarctica, and when
the major concerns were chlorine depletion of ozone in
the upper stratosphere, Consequently, the instrument is
principally designed for mea~urements  in the middle and
upper stratosphere. Lower stratospheric merumrements
arc more difllcult  because the MI.S filter banks do not
have sufficient bandwidth to cover as wide a spectral re-
gion around the broad spectral lines in the lower strat~
sphere rM9 would be desired. The additional s~ectral  cov-
erage provided by B3, however, improves MLS mea.sur~
mcnts  of C1O in the lower stratosphere. The double
sideband system noise temperature for bands B2/B3  is
990 K; the corresponding la noise on individual 1.8s ra-
diance measurements is 0.07 K for the wide 128 MHz fil-
ters at the end of bands and 0.5 K for the narrow 2 MHz
filters at band center, and it haq been demonstrated that
the noise in avcrag~ decreases inversely as the square
root of the number of measurements averaged – down
to at least  0.01 K.

The calculated spectra shown in Figure 1 include sig-
nals expcc.ted  for both upper stratospheric and enhanced
lower stratospheric CIO, The calculation uses spectr~
scopic data from the JPL catalog [Poynter  and Pickett,
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1985; l’ickctf  et al., 1992] and includes spectral lines of
all molcculea  (and states) which are thought to be sig-
nificant. Waters [1992, 1993] gives a general method
of quantifying the expected strength of molecular emis-
sionsat millimeter and submillimetcr  wavelengths. C1O
is the strongest contributor to daytime stratospheric
cmiwion  in MIS bands 112 and 113, but there are mi-
nor contributions from lines of HN03, 18000,  S02 a n d
11202. MIA rneasurcments  of the SOZ line have been
used to obtain vertical profiles of enhanced S02 injected
into the stratosphere by the Pinatubo volcano [Read et
al., 1993]. l,owcr stratospheric HN03 can also be re-
trieved  [ W.G. Read et aJ., paper in preparation; scc also
Suniee ef al., 1994] from its signature in band 114 used
for the 205 G lIz ozone n~easurenmnt,  but this was not
done for Version 3 processing. Measurerncnts  in 112 have
also been used to obtain  upper tropospheric 1120 [Read
et al., 1994], which is important for climate change re-
search.

‘l’hcrrna]  emission from the C1O line is only a weak
function of atmospheric temperature. Accurate ten~per-
atures  are not required for the CIO rncrwurement.  This
is bccawsx (1) the Planck  function at millimeter wave-
lengths is a weak (linear) increasing function of temper-
ature, and (2) the energies of the C1O states involved
in the transition (N14 cm-1) are much ICSS than kT,
where k is Doltzmann’s  constant. ‘I’he  state energies be-
ing less than k’1’ means that the number of rnoleculea  in
that state decreases with incre~ing  temperature; this is
a larger effect than the temperature-dependence of the
l’lanck function. A -t 5 K change in atmospheric temper-
ature, for example, produces N -3Y0 c}lange in 204 GIIz
C1O emission.

It can be shown [ Waters, 1993] that the relative con-
tribution (per unit amount of the emitting species) to
the measured limb emission, for optically-thin situations
such as the CIO line, has a Gaussian distribution along
the observation path - with center at the tangent point
and width approximately equal to the geometric mean
of the scale height of atmospheric pressure and the di-
ameter  of the Earth. This sets the horizontal resolution
along the line of sight -- perpendicular to the UARS
velocity - to N400 km. MIA,  under normal operations,
perform.. a complete Iitnb scan with radiometric  calibra-
tions every 65.536s -- the M1,S Major Frame (MMAF)
period. The  limb scan covers t angcnt  heights of WO to
N90 km, and consists of discrete steps. l’hc  scan step
spacing used for normal operations (SCC ~arrlcd et al.
[1994]) varies bctwccn *1  km in the lower stratosphere
to *5 kfn in the mesospbere.  A single M 1,S measurement
period is referred to as an MI,S Minor Frame (MMIJ?),
wl)ich is of 2.048s duration (1/32 of an MMAF).  Atnm
s~)hcric spectra are measured within an MM IF, during
1.8s dwells of the FOV between steps. ‘1’hc UARS or-

bital motion during the time of a limb scan smears the
rrleawlremcnt  over *400 krn in a direction perpendicu-
lar to the MI.S line-of-sight. ‘J’he horizontal resolution
of the CIO measurement is thus * 400 x 400 km. The
FOV vertical extent (full width at half maximum) at
the tangent point for the CIO measurements is 3 km,
the approximate inherent vertical resolution of the mea-
surements. As discussed below, the Version 3 data are
produced on a vertical grid with points spaced each fac-
tor of 101/3= 2.15 change in atmosphere pressure, giving
a vertical resolution of *5 km.

Atrnosj)bcric  pressure at the tangent point of the ob-
servation  path is simultaneously rneawred  by observa-
tions of thermal emission from molecular oxygen, and
this provides the vertical coordinate on which CIO pro-
frlea are retrieved. Validation of the MI,S tangent pres-
sure (and tcrnperaturc) measurements is described by
Fishbein et al. [1994].

‘1’}IC  latitudinal coverage of measurements is from 34°
on one side of the equator to 80° on the other. UARS
performs  a yaw marleuver  at -36 day intervals (a ‘UARS
month’), when MI,S high latitude coverage switches be-
tween north and south. Within cac}l UARS month, the
IJARS orbit plane preccsses  slowly with respect to the
I;arth-sun  line, and local solar time of MI,S merwure-
ments  at a given latitude (on either the ‘day’ or ‘nig}lt’
side of the orbit) varies by only 20 minutes during a
24-hour period. The orbit precession causes the mea-
surements  to ‘sweep through’ essentially all local solar
times during the course of a UARS month, becoming
20 minutes earlier each day at a fixed latitude.

3. Ilata P r o c e s s i n g  f o r  V e r s i o n  3  C 1 O

MI,S data processing produces individual files con-
taining measurements made over a 24 hour period –
from O to 24 hours UT  on each day. l’here  are two
nlajor  steps to the processing. q’he first converts raw
‘counts’ from the instrument telemetry into calibrated
radiances and other engineering diagnostics, and pr~
duccs a ‘I,evel 1‘ file. Jarnoi  et al. [1994] describe the
MI,S I,cvcl 1 processing (and instrument calibration).
The second processing step converts calibrated radi-
ances from the I,cvel 1 files into geophysical data, pr~
ducing a ‘I,cvcl 2’ file (gcop}lysical  parameters on a ver-
tical grid choacn by the instrument team). Tbc I,evel 2
processing step for MLS also produces ‘Level 3A’ files,
w}lich are geophysical parameters on a vertical grid corn-
mon to all UAR.S instruments producing atmospheric
profiles. There arc two Level 3A files:  (1) I-vel 3AT
which has profiles equally spaced in time intervals of
65.536s, and (2) I,evcl 3AI, which ha~ profiles equally
spaced in latitude intervals of 4°, Accompanying each
I,cvcl 3A’I’ and 3AI, files are ‘parameter’ film, called
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I,cvcl 3PT and 3PI, files, which contain various paranw
ct,ers providing diagnostics of the data. Additional pro-
cessing of Level 3AL files by the UAR’3 gridding team
[Rek et al., 1994] produces Level 311 files;  these contain
data commonly-gridded  in the horizontal for all UARS
instruments producing Level 3A L data.

A complete MIA limb scan (under normal opera-
tions) is performed for each 65.536s MMAF and, during
l,evcl 2 processing, a C1O profile is retrieved from the
radianc~ measured on each limb scan. Sequential esti-
mation, as first applied to atmospheric remote sensing
by Rodgws  [1976] is used, and a detailed description
of the algorithms M implemented to produce the Ver-
sion 3 MI,S data is given by Frvideuauz  et al. [1994].
Conceptually, eatimatcd  values of a ‘state vector’ z and
its covariance  matrix S are sequentially updated from
a measurement vector v according to the recursion for-
mulae

Si (z Si-l – Si.l KT KSi.lKT+ E  ‘lKSi-l ,
)

(2)

where & is a value about which the retrieval is linearized,
~’ is the value of B calculated from & using a ‘forward
model’ and E is the error covariancc  of V. K is a matrix
of calculated partial derivatives of ye with respect to Z,
having elements Kap = 8Y; /C9ZD where y~ is element
cr of Uc, zp is element O of Z, the partial derivatives

arc evaluated at z = ~, and superscript T indicates
transpose. It should be noted that the MI,S Version 3
algorithnx~  msumc  linearity between the measured ra-
dianc.cs and C1O mixing ratio, and that there is only a
single ‘pas>  through the radiances, with no iteration.
lrnprovcd  non-linear algorithms are being developed for
future data processing; preliminary results from some of
these will be mentioned later in this paper.

Vertical variation of the CIO profile, for MI,S Ver-
sion 3 data, is represented as piecewisc-]incar  in mix-
ing ratio versus logarithm of atmospheric pressure, with
breakpoints at 1016-nJ13  hI’a where n is an integer, rarlg-
ing from O to 7 (100 to (),46 hPa) for the vertical range
over w}licb meaningful CIO retrievals are performed.
ltetricved mixing ratio values at the breakpoints of this
representation (i.e., at pressures of 100, 46, 22, 10, 4.6,
. . . . 0.46 hPa) constitute a subset of the elements of i;
additional clcrncnts  of Z, include all other parameters
(e.g., 0:,, temperature, tangent pressure, ctc) retrieved

from the MLS data, and a description of the complete
MI,S state vector is given by Froidevaur et al. [1994].
It should be emphasized that the values retrieved for
the breakpoints of the pieccwi.se-linear  representation
should not be interpreted ag ‘point’ measurements at
that location; rather the entire profile should be inter-
preted M that which ‘best-fits’ the observed radiances,
within the Iirnitations  of the retrieval algorithms and
representation bases.

Radiances measured in MLS spectral bands 1]2 and
}13 during one limt, scan constitute the elements of y
which are used for the CIO retrievals. The radiance
error covariance  E is diagonal, to an adequate approxi-
mation, with diagonal elements obtained from the mea-
sured instrument noise and produced routinely ZM part
of MLS l,evel 1 Processing [Jarnot et al., 1994]. Values
of the partial derivative matrix K and the calculated
radiances ~C are produced, for each ‘UARS  month’ and
selected latitude bins, from the MI,S forward model, as
described by Read et al [paper in preparation]. gibe
forward model accounts for the instrumental frequency
and angular smearing of the radiances (including refrac-
tion), using measured  values for the F’OV and filter  re-
sponses obtained during instrument calibration. It ac-
counts for the hyj)crflne splitting in the 204 GIIz C1O
line, and the tcmjjcrature-dependent populations of the
rotational states involved -– including the fraction of
CIO in the 2111/2 spin state (11~. at 220 K); excited vi-
brational states have negligible population (about 0.4%
at 220K; see discussion in Waters et al. [1979]). Numer-
ical errors resulting from software implementation of the
forward model contribute less than 0.02 K accumulated
uncertainty in the calculated spectral variation of the
signals measured by MLS bands 112 and 113.

HN03,  and to a lewer extent N20, have a small effect
on the CIO signal, and are accounted for in the Version 3
algorithm by assuming (latitudinal and se~sonal depen-
dent)  climatological  values [Gille et al., 1989; Taylor et
al., 1989]. The effects of the ozone isotope 18000  are
accounted for by multiplying the retrieved 03  profile by
4.06 x10-3) basied on the 2.04x 10-3 relative abundance
of lsO [Craig, 1957]; variations in the relative isotopic
abundance with altitude [Mauersbergcr,  1987] arc not
included. ‘1’hc  effects of S02 on CIO are included, since
the Version 3 algorithms simultaneously retrieve S02
and C1O.

An independent retrieval is done for each limb scan,
with t}ie retrieval algorithm given no ‘memory’ of re-
sults  from any other limb scan. The processing of data
for each limb scan starts with a priori values of S and
z,. ‘1’hc  CIO retrieval is done after retrievals for all other
clcrncnts  of the state vector z have been completed, so
that values of S and z at the beginning of the (310 re-
trieval have been updated for all ‘norl-CIO’ elements.
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‘] ’his accountst  t}~rough non-diagonal clcrncntsof  S, for
effects of other retrieved parameters on the rctricvcd
values of C1O and its uncertainty. The a priori values
USCCI for tllc ‘pure CIO’ clcmcnts  of S arc diagonal, wit])
values corrcsl)onding  to 3 ppbv la uncertainty in C1O
for atmospheric prmsurcs  bctwccn  100 and 0.46 h]’a -
intentionally very conservative to rcducc  effects of tbc
a priori  on the MIS result  for CIO. l’hc  CIO prof i le
hclow 100 h]’a is also formally ‘rctricvcd’  as part of the
sequential estimation process, but MI~S dots riot pro-
vide significant information at thae low altitudes and
the retrieval is more tightly constrained to the a priori
(an a pn’ori  uncertainty of 0.5 ppbv is used at 215 hPa,
and 0.1 ppbv at 464 hPa). The C1O a pn”ori  yal.uc~ de-
pend upon latitude, ‘UARS  month’, whether the mea-
surc~ncnt was rnadc during day or night, and are from a
gas-pha~c model prediction (provided by D.J. Wucbbles
and colleagues) which includes no hetcrogcueous  chem-
istry cnhanccmcnt  of lower stratospheric CIO.

A ‘spectral baseline’ — consisting of a constant oflsct
and a linear variation with frequency -- is fitted to t}lc
combined radiances measured in bands 112 and 113 on
each hIMIF;  this eliminates cflccts  not adequately ac-
counted for by the forward model. ‘1’he  ‘spectral base-
line’ is part of the state vector x, and its uncertainty is
included in the overall uncertainty estimated for C1O.
‘Jo further eliminate tropospheric effects which could
have spectral curvature and may not be adequately
accounted for in the forward model, no radiances are
used from observations for which the inferred atrne
spheric. pressure at the FOV tangent point is greater
than 100 h] ’a. Also, the algorit}lms  check to ensure that
no radiances are used when the inferred optical dcptb
for the observation path is greater than unity (although
this should not happen for bands 1]2 and 113 at tangent
heights above 100 bPa).

‘1’he retrieved 35C10 mixing ratios arc then multiplied
by 1.32 to give the total CIO mixing ratio in both 35C10
and 3Tc10 isotopes. This assumes 75.8?lo of chlorine is
in the 35CI isotope [Shields et aL, 1962].

LJA lLS l,evcl 3A files have values on pressure surfaces
of 10(G-*IIG  hl’a  where n is an integer -- the spacing
bctwccn I,cvcl 3A surfaces being half that of the M1,S
Version 3 IJCVCI 2 surfaces (i.e., there arc twice as many
I,CVCI 3A surfaces as MIA l,cvel 2 surfaces). Averages
of the two values on adjacent MI,S Level 2 surfaces arc
IJUt in the Version 3 MIS I,evcl 3A files for the UAILS
surfaces on which MI,S retrievals are not perforrncd.
I,cvcl 3A], files are produced by interpolating the MI,S
I,cvcl 3AT data to the 3AI, latitudes (O, 3:4°, *8”, . ..).

An estimated uncertainty is placed  in the MI,S I,evcl 2
and 3 files for each value retrieved for C1O. This un-
certainty is from the appropriate diagonal element of
S at the end of each profi]c  rctricvalj  and its value is

made negative if it is not at lcd 2X smaller than the a
priori uncertainty. Only retrievals having positive val-
ues of the esti]natcd  uncertainty should be used for sci-
entific analysti~ uulew otherwise endorsed by the Ml,S
team. Several additional diagnostics arc routinely pro-
duced during data processing and placed in the l,cvel 2
files. ‘1’hc extent to which the retrieved profile ‘fits’ the
measured radiances is described by a X2 diagnostic. ‘1’his
[see ~koidevaur et al., 1994] is the ratio, normalized to
the number of dcgreu of freedom, of (1) the observed
variance between mcrwured  and calculated radiances to
(2) the predicted variance duc to instrument noise --
where the calculated radiances are from a linearized for-
ward model operating on the retrieved parameters. The
X2 diagnostic haa a value near unity if t}le retrieved pa-
rameters fit the measured radiances to within the noise.
‘he X2 diagnostics arc produced for each MI,S band,
and both for radiances (1) measured  during each 1.8s
MMIF  (X~,i), and (2) mca.~ured  over a complete  65s
MMAF (X;,c).  A quality indicator for each C1O re-
trieval  (QUALITY.CLO), bawd  on X& for band B2, is
placed in the hfI,S L3P1 and L3PL files. Only data
having QUALITY-CLO=4,  corresponding to x~,a < 2.0,
should be used for scientific analyses, Another impor-
tant parameter placed in the MI,S 3PT and 31’1, files is
IWAF.STAT, which gives the overall status of MI,S data
for that HMAF.  Only data having 1411AF~TAT=G  (good)
should bc used for scientific analyses.

The retrieved C1O profile points have not been con-
strained to positive values and, since the signal-to-noise
ratio for individual CiO mcwrrements  is generally less
than unity, negative values often occur. This is required
for maintaining a linear relation between the retrieved
protllc  points and the measured radiances ---- which al-
lows individual retrieved profil~ to be averaged together
to reduce noi.sc. If the retrieved C1O profiles were not
allowed to go negative (which would have been the crwc,
for example, if logarithm of mixing ratio had been re-
trieved)  and the actual amount of atmospheric CIO were
zero, for example, then averaging the retrieved profiles
would necessarily produce an incorrect non-zero result
since instrument noise would only bc allowed to produce
positive valrrcs. Tests have shown that the same result
for C1O is obtained by averaging the individual retrieved
profiles as is obtained by performing a retrieval on aver-
aged radiances. Much less eflort is required in averaging
the available individual profiles than in averaging the
radiances and then doing additional retrievals; this is a
major benefit of appropriately allowing negative values
in individual retrievals.

Averaging kernels [Rodgers, 1990], which describe the
vertical resolution of the Version 3 CIO retrievals, and
their dependence upon the a prioti, are shown  in ~ig-
urc 2. Summations over the averaging kernel columns
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have valrrc near unity, which indicate the MI,S CIO re-
trievals  bctwccn  100 and 0.46 hPa are virtually indepen-
dent of the a prioti;  their width indicates the vertical
resolution is approximately equal to that of the retrieval
grid spacing (factor of 101/3 change in atmospheric pres-
sure, or *5 km). ‘1’he MI,S averaging kernels are much
narrower (especially in the lower stratosphere), and have
peak values much closer to unity than those given in
Aelhg et al. [1993] for C1O measured by the same tech-
nique. ‘1’he  difference is due, mainly, to differences in
the assumed a prY’ori  uncertainti~.  Aellig et al. [1993]
assu)nc an a priori”  C1O uncertainty ranging from leas
than 0.1 ppbv below 30 km and above 56 km to 0.7ppbv
at 40 krn --- this causes the a priori  to have a much
larger effect (which reduces the peak values of the av-
eraging kernels, and broadens them) in their retrievals
than in ours where an a prv’ori  uncertainty of 3 ppbv is
used at, all altitudes between 100 and 0.46 hPa.

4. ltacliances  and Closure

An important aspect of validating MI,S C1O is ex-
a)nination  of the measured radiances, and the extent to
which these arc ‘fit’  by radiances calculated from the re-
trieved  profiles. There are 30 spectral channels (in MI,S
spectra] bands 112 and 113) which are used for retrieving
C1O from MI,S.  These channels resolve the CIO emis-
sion line at all altitudes throughout the stratosphere,
allowing clear identification of the CIO signal. Approxi-
mately  500 spectral points in each limb scan are used to
retrieve the 8 C1O profile values, the 4 S02 profile values
and approximately 36 ‘spectral baqelinc’ values (offset
and slc)pe for each measured spectrum used in the C1O
retrievals). Since there are many more rncasurernents
than rctricvcd  parameters, examination of the residuals
is a nlca~lillgful  exercise.

Figure 3 shows averages of meawrred lower strat~
spheric radiances and residuals for conditicms of en-
hanced  lower stratospheric C1O in the Antarctic vortex
in mid-August, where largest C1O abundances are mea-
sured hy M1,S [ Waters  et al. 1993 b], Also shown are
the radiances calculated from the Version 3 retrieved
profiles, and the residuals (measured minus calculated
racliances).  ‘1’hc radiance is given as doub]c-sideband
‘briglltncss  temperature’ — a quantity which, when rnul-
tiplicd  by IIoltzrnann’s  constant, gives the average spec-
tral power density (Watts/Hz) received through each
filter. It should be noted that the frrll Planck  function

ancl p@ the Rayleigh-J  cans approximation which is
sometimes used for microwave calculations — is used for
the MI,S calculation. ‘J’he  ‘double-sideband’ units are
due to the fact that the blackbody  radiomctric  calibra-
tion used for M 1.S gives signals in both sidebands of the
double-sideband radiometers, whereaa  the CIO spectral

line appears in only one of the sidebands; the ‘singlc-
sideband’ CIO signals would be approximately twice as
strong as the double-sideband signals shown here. ‘1’hc
good fit between mcawrrement  and calculation is evi-
dent in Figure 3, and there is clcxure to within =0.2 K
brightness temperature.

‘J’he narrower spectral feature from upper stratospheric
C]O is shown in Figure 4. Also shown are averages of
the radiances calculated from the retrieved CIO and the
residuals. The closure i~ within 0.05 K brightneaq  tem-
perature. q’he extent to which the lack of closure in-
troduces errors in the retrievals is discrrsscd in the next
section of this paper.

Figure 5 shows averages of spectra meaqured at tan-
gent height above -65 km where the C1O signal (if
present at all) would be confined to the narrow center
channels, and illustrate residual artifacts in the mea-
sured radiances. ‘1’heae  artifacts have a spectral varia-
tion of *0.05 K brightness temperature, which yield ar-
tifacts in retrieved C1O abundances of wO.05 ppbv. They
appear sufficiently stable that day-night differences arc
expected to reduce the instrumental artifacts to approxi-
mately 0.01 K brightness temperature, corrmpouding  to
CIO abundance of approximately 0.01 ppbv (see also
discussion in Jamoi et al., [1994]).

Figure 6 shows daily zonal avcrag~  of xL. for bands
112 and 1]3 for the first three years of MI,S operations.
Valrrca  are generally in the 1.25-1.75 range, indicating
reasonable fits to the meawred radiances, but also in-
dicating room for improvement. The gaps in J unc 1992
are due to MLS being off during an emergency with the
UARS solar array drive. In the latter part of June, and
early part of July 1992, hfIS band 113 was off while
1]2 remained on; the improved  x~,a values in ~J2 when
1)3 was off are expected since there are fewer pieces of
spectral data to fit. ‘The large X&d values at north-
ern rnid-latitudea  in October and November 1992 are
due to development of excess noise induced by the MIS
switching mirror movement at times near sunrise on the
spacecraft when the UARS power supply voltage was
at its lowest, lhc MI,S instrument was determined to
be srrfliciently stable that calibration is not needed on
each limb scan; its operation was then adapted to sense
low-voltage situations, and the switching mirror was not
moved in those situations. l’his adaptation was in~plc-
mented  between 18 November 1992 and 2 June 1993 --
-after which performance, as measured by the x?,a diag-

nostic, improved. ‘l’he occurrences of occzwional  large
x~,a values after June 1993 are when there were abnor-
mal operations. ‘l’he one-day gaps in April-May 1994
and July 1994 are when MLS wa~ operated every other
day during ‘summer UAR$  months’ -- done to conserve
lifetime of the antenna scan actuator which developed
problems starting in late December 1993.
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5. Uncertainties in Version 3 C](3

Uncertainties in the MLS C1O data, for use in scien-
tific analyses, are conveniently grouped into three cate-
gories:

1,

2.

3.

Noise --- a random contribution which can be re-
duced by averaging (this is the ‘precision’ of the
measurement),

Scaling –-a ‘multiplicative’ uncertainty which gives
the ‘percentage’ uncertainty in the me~~urements,

llia~ -- an ‘additive’ uncertainty which can aome-
timea bc reduced by taking appropriate differ-
ences.

We describe in detail below the MIS C1O uncertain-
ties grouped into these categories. First, however, Fig-
ure 7 shows the ‘ a prY”or/ and ‘measurement’ contribu-
tions to uncertainties in individual MI,S retrievals as ob
tained  from the formalism developed by Rodgers [1 990].
The  ‘a prI”ori’  contribution is what has aornetimes  been
called the ‘null space’ error, and w’e use the new termi-
nology per the recommendation of Marks and Rodgers
[1993]. The ‘a priorv”  contribution is considered a scal-
ing uncertainty for C1O, as will be discussed later. The
‘Incwmrernent’  contribution shown in Figure 7 is the un-
certainty due to mermrrement  noise M given by this for-
malism.

‘l’he three categories of uncertainties mentioned above
will now be discussed in detail.

‘Noise’ Uncertainties

The estimated noi~e uncertainty (Ala) associated with
each retrieved CIO profile point is obtained from the
appropriate diagonal element of the intimated covari-
ance matrix computed by the retrieval algorithms, and
is stored along with the retrieved values in the M1,S data
flles.  It includes the effects of noise uncertainties rmso-
ciated  with temperature, pointing (tangent pressure of
the observation path), water vapor, fitted spectral base-
line and other parameters which are part of the overall
state vector for the MI,S retrievals. As stated earlier,
the resulting uncertainty is multiplied by -1 if it is not
at lead 2X lower than the assumed a priori uncertainty
-- to produce negative estimated uncertainties in the
data files when the a pm”ori  has more than 25% influ-
ence on the result, so that these situations can erwily be
identified.

Figure 8 compares the lo noise uncertainties pre-
dicted by the retrieval algorithms with the lo varia-
tion observed in retrieved C1O profiles under ccmditions
when irwtrurncrlt noi~c is expected to dominate. Each
pane] shows results for a full UA}LS month (summer in
each hcrnisp})cre)  of retrievals from measurements made

at night with local solar  times between rnidnig}~t  and
6am (no retrievals were included for which the solar
zenith angle at the time and place of mea~urements  was
less than 950), More than 10,000 independent retrievals
were included for the results shown in each panel. ‘1’he
standard deviation of the rnea~urements  agrees closely
with the prcdictcd  lo noise, except at the lowest alti-
tude (100 hPa). l’art of the discrepancy at 100 hPa is
due to the fact that the predicted uncertainty includes
a contribution from the assumed 3 ppbv a priori”  uncer-
tainty, whereas a constant a ptiom”  value (0,0 ppbv at
100 hI’a) with no noise is actually used when doing the
retrievals. The Version 3 retrieval algorit}lnm, therefore,
‘think’ there is noise on the a pn”ori  and include its con-
tribution in the overall predicted uncertainty, w}lereas
the a prior-i noise is not actually present (in the sense of
introducing variability in the result) and the variability
in the result is ICSS  than predicted. This effect is not so
noticeable at higher altitudes where the mcawrrcmcnts
have more sensitivity relative to the assumed  a priori
uncertainty. Without the contribution from o priori
‘noise’, the predicted CIO noise at 100 hI’a is reduced
from 1.7 ppbv to 1.4 ppbv. The  remaining discrepancy
of zO.4 ppbv between the estimated and observed C1O
noise at 100 hI’a is still under  investigation. The formal
error estimates in Figure 7 show smaller uncertainties
than predicted by the Version 3 algorithms at 100 hPa,
and even smaller than variations in the retrieved values;
this is also under investigation.

Figure 9 shows the distribution, on each retrieval pres-
sure surface, of values of the nighttime CIC) retrievals
which were included in Figure 8 (a total of more than
20,000 retrievals). The distribution is seen to be Gaus-
sian, as expected for random noise, and supports our
understanding of the noise uncertainties in MI,S CIO.
Schoeberl  et al. [1993] also found a Gaussian distribu-
tion of night-time and extra-vertical C1O values from
M 1,S which are consistent with that expected from t}le
rloise.

‘Scaling’ Uncertainties

Figure 10 summarizes the estimated scaling uncer-
! ainties  for the Version 3 CIO data. ‘l’he bases for these
estimates are given below.

C1O is retrieved from optically-thin radiance n~ea.sure-
mcnts  and there is, to within a good approximation,
a linear relationship bctwecm the C1O abundances, ab-
sorption coefficient and radiances: the same scaling un-
certainties in radiances and absolute values of the C1O
absorption cocfftcicmt thus apply to the retrieved pr~
files,

An overall instrument calibration uncertainty of 3V0
is used [.larwot  et al., 1994]. ‘Calibration uncertainty’ is
here defined a~ the combined systematic uncertainty in
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the calibrated radiances from each instrument channel
and that introduced by instrument parameters in the
forward model calculations of the radiance (which use
the mcaqrrred  instrument spectral and field-of-view re-
spomc). It should be noted that the same radiometer,
optics path and calibration are used for the MLS CIO
measurements as for its 205 Gllz ozone measurements,
so that validation of the ozone measurements [Froide-
vuux rt al., 1994], contributes confidence to calibration
of the instrument for C1O mcasurcmcnts.

Uncertainties in the absolute value of the absorp
tion cocff~cient arc due to uncertainties in the measured
dipole mc)rnent of C1O and in the calculated matrix el-
ement for the particular transition observed by MIS.
The O.]% uncertainty in the dipole moment [Yaron et
al., 1988] introduces an 0.270 error since the square of
the dipole moment appears in the expression for the ab-
sorption coefficient. The uncertainty in the calculation
of the transition matrix clement is estimated to be 0.5?Z0
[11.M. Pickett, private communication].

MIA spectrally resolves the C1O atmospheric emis-
sion feature, and its measurements provide information
on the C1O line shape and width. An ‘off-line’ retrieval
schcmc  was ilnplemented  which allowed retrieval of the
CIO pressure-broadening linewidth parameter, simulta-
neously with the other parameters normally retrieved.
Results gave a value somewhat smaller than the Nz
broadening parameter meawrred by Picket/ et al. [1981].
“1’hc C1O line broadening, by both 02 and N2, were then
measured over a temperature range of 200-300 K in the
laboratory by J.J. Oh and FJ.A. Cohen at JPI,, who
found values for N2 in agreement with those of Pick-
etf et al. [1981], but significantly srnallcr broadening by
0 2, ‘J’hc new laboratory measurements [Oh  and Cohen,
1994] have an estimated accuracy of 370, and are consi~
tent with the broadening parameter retrieved from the
hfI,S data. Due to the smaller broadening by 02, the
new lincwidth  parameter for ‘air’ is =1OYO lower than
the N2 value of Pickeit et al. [1981]. The  ncw Oh and
Cohen [1994] lincwidth  parameter was used in the pro-
duction of MIS Version 3 C1O data. The effect of the
cstirnatcd  3% uncertainty of the linewidth parameter
on the rctricvcd  protll~ w= determined by propagating
the uncertainty through the retrieval algorithm, which
resulted in the ‘Av(CIO)’  curve shown in Figure 10.

‘1’hc scaling error due to the a priori can be estimated
as follows. Neglecting off-diagonal terms in the covari-
ancc matrix, the retrieved value i is obtained from the
a pn”on”  value *O and the ‘mca~urcd’  value x,,, accord-
ing to i := 62(zn,  /a& i- zo/u~), where an) is the un-
certainty associated with the measurement, O. is the
uncertainty rw.sociatcd  with the a priori, and 6 is the
resulting overall uncertainty predicted by the retrieval
algorithm: U - 2 c u~~z~ u; 2. For Xa D O, the ‘measurc-

,,

ment’ is thus seen to be scaled by ti2/o~. The scaling
error is then 1 - b2/u~ = 62/a~. The a pn”ori ‘scal-
ing uncertainty’ shown in Figure 10 is b2/o~, where 6
is taken from Figure 8 and ma = 3 ppbv is the a prY”On”

uncertainty assumed by the Version 3 algorithms, ‘l’his
is considered an upper limit, since the actual a pn”om”
value used by the retrievals is expected to be cbscr to
the true value than an a pn”ori  of zero, and the a pn’on”

scaling error is proportional to the difference between
the a priori and true vatues.

Figure 11 shows results of simulations (without noise
on the radiances) where the ‘true’ C1O was made to cy-
cle between O, 1 and 2 ppbv separately at all retrieval
surfaces. Except at 100 hPa (and to some extent at
0.46 hl’a)  where effects of the a priori are expected as
discurwed above, the retrieval ‘clcwure’ is seen (by comp-
aring the retrieved values with the ‘true’ values) to be
within -l OyO. Hmed on this, we use 107o as an csti-
rnatcd  scaling uncertainty due to lack of closure, and
this value is shown in Figure 10.

q’he ‘Pfdn’  curve in Figure 10 is the uncertainty in C1O
duc to 6% systematic uncertainty [Fishbein et al., 1994]
in the ML$ tangent pressure mcasurerncnt.  Additional
systematic. uncertainties in the MI,S FOV direction and
shape, filter shapes, etc., are thought too small to con-
tribute significantly to the overall scaling uncertainty for
CIO. Scc Froidevauz  et al. [1994] for a discussion of their
mrtgtlitude  and effect on uncertainties in MI,S ozone.

‘Dias’  Uncertainties

Biaq uncertainties can be introduced in the retrievals
due to lack of adequately fitting the merwured radiances
within the noise. This ‘residual uncertainty’ can be
caused by inadequacies in the non-iterative linear  al-
gorithm used for producing Version 3 data (which can
also introduce a ‘scaling’ uncertainty), and effects of in-
terfering species which are not adequately accounted for
in the retrieval scheme. Molecules which have a small ef-
fect on the C1O signal, and which are accounted fcm only
by climatological  values in producing the Version 3 data,
include 11N03  and N20. ‘1’he  effects of the ozone isotope
18000  are included by using values for its abundance
obtained from multiplying the retrieved Os profile by
4.08x 10-3, based on the 2.04x 10-3 relative abundance
of 180 [Craig, 1957]; variations in the relative isotopic
abundance with altitude [Mauersbergcr,  1987] are not
included. ‘I’he effects of S02 arc included, since the
Version 3 algorithms simultaneously rctricvc  S02 and
Clo.

Figure 12 shows the residual error associated with re-
trievals  of CIO for typical mid-] atitudc conditions and
for enhanced lower stratospheric CIO conditions encoun-
tered over Antarctica. q’he curves in Figure  12 were de-
termined  by taking the differences between averages of
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radiances measured in MI#S bands 1]2 and 1]3 and aver-
agea of radiances calculated from the retrieved profiles.
The  averaging sufllcient]y reduced instrument noise to
where it did not contribute significantly to the result-
ing radiance residuals. These  residuals were then prop
agatcd  through the retrieval algorithms to determine
the resulting uncertainty in C1O. Simulation tests, de-
scribed below, were performed to determine how the
Version 3 ‘residual’ uncertaintica  should be partitioned
between ‘bias’ and ‘scaling’ eflects.

Figure 13 shows results of simulation tests for an” en-
})anced lower stratospheric C1O situation. The solid
curve is ‘truth’; radiances for the simulations were calcu-
lated  from it using climatological  HN03 and not includ-
ing effects of N20. The dzwhed  curve gives retrievals
from the Version 3 algorithms, which also use clima-
tological  11 NOS and do not account for NzO; agree-
ment  with ‘truth’ to better than 0.1 ppbv is obtained.
The  dotted curves in Figure 13 show results obtained
from the same simulated radiances, but when 11N03 and
N 20 are changed bctwccn  zero and climatological  val-
ues. The results indicate that complete removal (at all
altitudes) of 11N03  can cause the retrieved CIO to be up
to 0.3 ppbv too large (at 46 hPa), and complete removal
of NzO can cause the retrieved C1O to be up to 0.2 ppbv
too small (at 100 hPa). The effect of N20 i.. <0.05 ppbv
at 46 hPa and above for this simulation. The ‘day minus
night’ differences for C1O show negligible effect of H NOS
or N20 .

Figure 14 shows results from similar tests to d&ter-
minc the effects of HN03  and NzO, but using ucasured
radiances. Radiances used in these  tests were measured
in the Antarctic vortex on 17 August and 17 September
1992, These days were chosen to be representative of (a)
mid-August when MIA observes greatly enhanced C1O
on both the 22 and 46 hPa retrieval surfaces, and (b)
n~id-Scptcmbcr  when greatly enhanced CIO is present
only at 46 h]’a [ Waters et al., 1993b]. Rctric’vals  giving
largest CIO abundances were selected for examination,
and the solid curves in Figure 14 are the averages of
-20 Version 3 profiles on 17 August and w40 profiles
on 17 September. The dashed curve shows results from
a ted where the radiances were averaged first and re-
trievals  performed on the averaged radiances, with iter-
ations t.o account for non-] incaritics.  The  iterative re-
trievals  on averaged radiances give ~0. 1 ppbv less en-
hanced C1O at 46 hPa, and xO.2 ppbv ICM at 22 hPa.
At 100 hPa there is a discrepancy with the Version 3
values of *0.8 ppbv for the 17 August daytime CIO pro
file, and xO.3 ppbv for the 17 September profiles. The
situation at 100 hl’a  will be discussed below in more de-
tail. In regards to the effects of 11N03 and NzO on
C1O, similar results arc obtained M for those shown in
Figure  13. “1’hc effect of setting HN03 to zero is to rc-

ducc the C1O peak values by wO.4  ppbv, and change the
100 hPa C1O value by =0.5 ppbv. l’hc  effect of N20
is less than NO.1 ppbv at 46 hPa and above, but can
t,c wO.5  ppbv at 100 hPa. These  differences are consis-
tent with values expected from the residual uncertainties
shown in Figure 1’2. All day-night diffcrcnc-  agree to
within =0.1  ppbv at 46hPa and above.

To further investigate the extent to which effects of
11N03 contribute to uncertainties in the Version 3 C1O
for the extremes of situations actually encountered in
the atmosphere, we examined an ensemble of MLS mea-
suremcmts made during 14–29 August 1992 at locations
in the Antarctic vortex where gwphasc  HN03  was si-
multaneously  observed to be greatly depleted. The
II N03  observations used here arc from preliminary al-
gorithms which retrieve HN03 from the MI,S radiances,
and which will be incorporated into future reprocessing
of MIS data. MIA IIN03  is obtained primarily from its
signature in the 205 GHz ozone band (ace upper panel of
Figure 1) and mot from its much weaker feature which
affects the C1O measurement (see lower panel of Fig-
ure 1). ‘I’his ensemble of meawrements was chceen to
be representative of ‘worst ca~e’  effects of IIN03  on C1O: ~
where <-l ppbv I[N03  at 46 hPa wa% retrieved but the
Version 3 algorithms awume  N1O ppbv HN03.

‘1’able 1 compares the Version 3 C1O values with the
preliminary valucc obtained with the IIN03  retrievals.
With HN03  retrieved, the C1O values at 22 hPa arc
reduced by 0.1 ppbv and the valuea at 46 hPa are re-
duced by 0.2 ppbv, for both day and night meamrre-
mcnts.  The day-night differences in 22 and 46 hPa C1O
arc unchanged. At 100 hPa, the nig}it  value retrieved
for C1O is unchanged, but the day value is increased by
0.2 ppbv.  The HN03 effects on 100 hPa C1O appear to
arise through its effects at 46hPa: with 11N03 forced to
climatological  values, the Version 3 algorithms give (1)
-0.2 ppbv too much CIO at 46 hPa when fitting the ra-
diances measured  where 46 hPa 11N03 is depleted, then
(2) too little CIO at 100 hPa –- when 46 hPa “C1O is en-
hanced — to compensate for retrieving too large a value
at 46 hPa.  ‘l’able 2 compares Version 3 CIO from regions
in the January 1992 Arctic vortex where largest C1O was
observed [Waters et al., 1993a] with the same data act
but with HN03 retrievals included. The  effect here of
11N03 is to slightly (*0.1  ppbv w})ich is only marginally
sigr]ificant)  increase the MIS Arctic enhanced C1O val-
ues. The HN03 retrieved from these Arctic MLS data
was slightly higher than the Version 3 climatological  val-
ues, ~q is expected due to 11 N03-rich  air from evaporat-
ing 1’SCS in the warmer Arctic vortex.

‘] ’he results described above indicate that if ]1 N03 is
completely removed from the atmosphere at all altit~d=)
then the Version 3 MI,S enhanced C1O peak abundances
will be artificially large by *0.4 ppbv, Complete removal
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of NzO  can affect C1O by *0.5 ppbv at 100 h} ’a, but its
effect at higher altitudes is negligible. For HNOS profiles
actually encountered in the polar vorticm,  we expect er-
rors in the Version 3 data of ~+-O.l ppbv at 22 hPa and
~+ 0.2 ppbv at 46hl’a in the Antarctic, and A,().1 ppbv
or less at these altitudes in the Arctic. Taking day
night differences effectively removes the bias errors due
to I[N03  and N20 at 46 hPa and higher altitudes.

As can be seen from the values in Tables 1 and 2,
and in Figure 14 for 17 August 1992, there are differ-
en ccs at 100 hPa which are significant in the day C1O
values obtained between the retrievals with a~with-
out 11N03  included, but not in the night C1O values.
‘lb investigate t}le cause of this beha~ we averaged
MIS radiancea  measured in the Antarctic vortex for the
14-29 August 1992 period, and compared averages from
Version 3 data with those from an i]nproved algorithm
which uses the averaged radiances and iterates to ac-
count for non-linearitics.  q’he improved algorithm ac-
counts for 11 N03. It also uses pointing (tangent pres-
sure) retrievals obtained with an updated 63 G1lz 02

prc~ure-broadening parameter [Liebe et al, 1992] which
is 6% smaller than that used in the Version 3 retrievals
(from Lie be et al. [1991b] --- essentially the sarnc as in
Licbe ef al. [1991a]). Results are shown in Figure 15 for
the retrievals, and in Figure  16 for the radiances and
residuals obtained from the retrieved profiles, Note the
significantly smaller residuals which are obtained with
t})c improved algorithms.

‘1’he  discrepancies in 100 hl’a C1O as obtained with
different retrievals described above was found from these
tests to be due’ to small non-linearities  affecting the
100hI’a  retrieval which are encountered when C1O is
enhanced at 22 and/or 46 h Pa. The results from the
tests with the itnproved algorithms showed IIN03  ef-
fects on C1O of NO.2--O.3  ppbv, consistent with previous
results. They additionally showed (from the day-night
differences) that non-lincarities  cause the Version 3 val-
ues of en}lanced CIO to be too large (a ‘scaling’ error) by
9% at 22 hPa and 7% at 46 hPa, consistent with the 10%
scaling uncertainty estimated for lack of closure from the
simulation results described earlier. From these tests, wc
conclude it is likely that the MI,S Version 3 results for
enhanced CIO at 22 and 46 hPa are too large by (1) a
biass error Up to w().2 ppbv for depleted ga~-phase llN03
conditions typical of those encountered in the Antarc-
tic winter vortex, and (2) an additional scaling error up
to -490. I)ue to norl-linearities,  the Version 3 100 h}’a
C1O (including day-night diflerenccs)  should not be con-
sidered reliable WIICII  46 and/or 22 hPa C1O is greatly
c]l}lanced,

‘Jo further investigate t}]c behavior of Version 3 en-
hanced  lower stratospheric C1O, we examined its varia-
tion with respect to local solar zcnit}l angle (sza).  Fig-

ure 17 shows enhanced C1O abundances for the same
measurement ensemble as used for the results in Table I
(Antarctic vortex during 14-29 August 1992 where gM-

phaw  HN03 is greatly depleted) averaged in bins ac-
cording to the sza at the time and location of measure-
ments  (local solar time of these measurements ranged
from 8am through 11 pm). The variation with solar
zenith angle shown in Figure 17, which includes mea-
surements made between -60° S and 80° S, should not
be interpreted as diurnal variation at a single location.
‘] ’he variation ofsza with latitude must be considered for
quantitatively interpreting the shape of the curve, espe-
cially for values of sza near 90°. Figure 18 shows the sta-
tistical distributions of values which went into the aver-
agea, separately for ‘day’ and ‘night’ meawrrements.  The
c)bserved  distribution is closely Gaussian, with width ap-
j,roximate]y  equal to the uncertainty predicted by the
Version 3 algorithms (except narrower than predicted
at 100 hl’a,  rw discussed earlier in regards to other data
samples). This distribution suggests the samples are all
from the same ‘population’, and that it is reawmable  to
take averages as done for the results shown in Figure 17
and l’able  1.

q’he variation of lower stratospheric polar vortex C1O
with solar zenith angle, when there is little available
N02  (a~ should be the case for the data shown in J?ig-
ure 17, since the measurements were selected where
H N03 – thought to be the dominant source of N0 2

in these circunwtances  --- is depleted), is expected to
be due to CIO-CIOOCI  photochemistry, with C1O go-
ing to C1OOC1 at night [e.g., Afolina and Molina, 1987;
Solomon, 1990]. For 3 ppbv total chlorine in C1O and
CIOOCI,  the nighttime value of C1O calculated to be
in equilibrium with CIOOC1  is xO.05 ppbv at 46 hPa
(188K)  and ~0.03ppbv  at 22 hPa (180 K), where the
numbers in parentheses are the average temperatures
at which the measurements in Figure 17 were made.
IIowcver, the expected decay after sunset at 22 hPa is
sufficiently slow that equilibrium is not expected to be
reached at the time past sunset ((k 7 hours) at which the
measurements in Figure 17 were made, and wO.4 ppbv
CIO at 22 hPa is expected for the largest solar zenith
angles shown in Figure 17. Averages of MI,S mca.sure-
ments  made well into the polar night (not shown here)
give smaller 22 hl’a  C1O abundances of .-+0.1 ppbv, in
better agrcerncnt  wit}l the expected equilibrium values.
q’}Ic  nig}lttirnc C1O values at 22 and 46 hI’a in Figure 17
thus appear, wit}]in  their uncertainties, to be consistent
with expected behavior. The Version 3 100 hPa CIO
bchavicn with respect to solar zenith angle shown in
Figure 17 is not realistic, and is an artifact due to the
non-linearity mentioned above.

‘1’he daytime 46 and 22 hPa values shown in Fig-
ure 17 are typical of the largest CIO abundances ob-
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served by MLS. When the catimated  bia~ error of
0.2 ppbv due to HN03  and scaling error of 8% in t})c
Version 3 data arc corrected for, the maximum val-
ucs become 2.4 ppbv for the retrieval value at 22 hPa
and 2.1 ppbv for the value at 46 }lPa with an estimated
uncertainty of *0.2 ppbv. These values, if interpreted
M CIO abundances at the indicated pressures, imply
(using ncxninal rate parameters for C1QC1OOC1 pho
tochcrnistry  [DeMorv  et al., 1 9 9 2 ;  Nickolaisen  et a l . ,
1994])  3.5A 0.4 ppbv total chlorine in C1O and C1OOCI
at 46 hPa and 2.8+0.3  ppbv at 22 hPa, where the un-
certainties given here do @ include uncertainties in
the photoc.hemic.al  parameters. The total stratospheric
chlorine in 1992, obtained from the ATMOS experiment
[Cumon  ei aL, 1994], is 3.44+0.30  ppbv. The maximum
values for ch]orinc in C1O and C1OOCI implied from
the MI,S measurements are within the range of what
is ‘allowable’, given the total amount of chlorine in the
stratosphere, but the 46 hPa values leave eascntially  ‘no
room’ for any other forms. More work is needed to ac-
count for effects of the MIS vertical resolution on the
i]nplications  of its large C1O measurements for the total
chlorine in C1O and CIOOC1.

‘Jb investigate the solar zenith angle behavior of Ver-
sion 3 C1O when lower strat~pheric  C1O is IIOt greatly
cnhanc.ed, averages of summer meawrrements  of CIO
binrrcd  by solar zenith angle were performed and the
results are shown in Figure 19. The artifacts in 100 hPa
C1O which appear in the Antarctic vortex data are not
present in these data –- as expected, since the non-
linearitics  causing thcec  artifacts should be significant
only during conditions of enhanced lower stratospheric
C1O. The retrieved summer 100 hPa CIO values are zero
to within the -+0.05  ppbv noise level of the averagea.
Unrealistic negative values of NO.1-O.2  ppbv (which are
outside the expected noise of the averaged points), how-
ever, appear in nighttime values at 10-46 hPa. Fig-
ure 20 shows average profiles retrieved from measure-
ments  taken bctwccn  midnight and sunrise during sun
mcr in both hemispheres. Iletwecn  100 and N4.6 hPa
altitudes we expect C1O to bc essentially zero between
~nidnight and sunrise, so we interpret the negative val-
ucs in the averages at these altitudes as a bias error
in the retrievals. ‘1’heir magnitude is consistent with
the cxpcctcd  residual uncertainties shown in Figure 12.
‘1’hc  C1O is not expected to dcc.re~se  so much at night
at higher altitudes, and t}lis is seen in the MI,S data
shown in Figure  19. l’he  Inodcl results of Ko and Sze
[1984] predict midnight CIO to bc (a) *2X  lower than
midday C1O at 2 hPa, (b) essentially the same as mid-
day C1O at 1 h} ’a, and (c) NO.1 ppbv larger than midday
C1O at 0,46 hPa.  ‘1’hc MI,S results shown in Figure 19

-.. — .—

agree rcasonah]y  WCII  with these  predictions. Figure 21
shows averages of radiances rncasrrred  near noon and

midnight for tangent heights of 0.4&l.0  hPa, and 1.&
2.2 hPa, and for four days during the period which the
data fc)r Figure 19 were obtained. The C1O spectral fea-
ture L9 clearly present in both the noon and midnight
spectra at 1,0-- 2.2 hPa. However, the feature is not so
clear in the 0.46- 1.0 hPa radiances, and more investiga-
tion is needed before the 0.46 hPa C1O retrievals can be
cc,nsidcrcd adequate for general scientific analyses.

Summary of  Est imated Uncertaint ies

Table 3 summarizes our estimates of the three types
of uncertaintica  for the Version 3 CIO data, and known
problems in these data, based on the analyses described
above. ‘l’he ‘noise’ uncertainties shown in Figure 22 are
typical valuea for a single profile. Values of uncertainties
given in the data files should be used for the noise on any
specific individual retrieval (but being aware that the
100 hPa uncertainty in the files overestimates the noise,
rw. discusged above), Values for the bias uncertainties
given here are based on the residual uncertainties given
in Figure 12, but have been increased by *0.05 ppbv due
to non-physical negative nighttime values at 22 hPa (see
Figure 20) being up to 0.05 ppbv larger than the uncer-
tainties shown in Figure 12. Figure 22 gives a plot of
these estimated uncertainties. We believe the systematic
‘bias’ and ‘scaling’ uncertainties given here represent en-
velopes which are not often exceeded –– that they are,
roughly, 90% confidence (2cr) valuea.

6. Comparisons with Other
Measurements

Wc now compare MIS results for CIO with those from
other rncasurement  techniques. Useful comparisons gen-
erally require averaging of MLS redts because of the
low signal-t~noise on individual retrievals of CIO.

Comparisons with Balloon Measurements

Many prc-UARS  rneasrrrements  of upper stratospheric
C1O were made from balloons at mid latitudea in the
northern hemisphere. Figure 23 shows 20–40° N monthly
zonal rncan mid-day profiles from MI,S for every north-
looking UARS month from October 1991 through Au-
gust 1993. l’hc  variation in these monthly zonal means
is seen to be small (NO.1 ppbv)  suggesting that useful
comparisons of mid-latitude upper stratospheric C1O
can bc made without regards to the particular season
of the rnea9urenlents. Figure 24 compares the MLS
monthly zonal means with the summary of mid-latitude
upper stratospheric C1O rne~~urements  given in Waters
et al. [1988]. There is general agreement to *0.1  ppbv
below 35 km. However, aornc of the earlier rneawrre-
mcnts  s}lown in Figure 24 give 0.2-0.4 ppbv more CIO
above N35 km than appear in the MI,S monthly zonal
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rncans.
Figure 25 shows balloon mea~uremcnts  of C1O made

during March and April 1991 at 34° N by the Sub-
rnillirncter  I.imb Sounder (S1,S)  [Stachnik et al., 1992]
and by the in situ technique [Avallone ei al., 1993a].
‘1’hcse  are compared with 30-40° N MLS zonal means
(day-night differcnccs)  for the MI,S north-looking pe-
riods in February and March of 1992, 1993 and 1994.
‘1’hc agrccmcnt  bctwccn  the M 1,S monthly zonal aver-
ages and the local S1,S and in situ mcrwrrrerncnts is bet-
ter than 0.1 ppbv at all altitudes. MI,S shows slightly
larger CIO abundances at 46 hPa (=21 km), which is
only marginally significant relative to the expected un-
certainty. Such an increase could be due to effects of
the Pinatubo volcano which erupted between the sets
of mc&9urcrncnts. Avallone  et ai. [1993b]  h a v e  arla-
lyzed aircraft in situ data and shown an increase in CIO
at *5O hPa and N20-40°  N between data taken before
I’inatubo  and that taken in February 1992 (when the
first set of MLS mcarrurcrncnts  shown in Figure 25 were
rnadc).  Comparisons of MI,S results with those from
aircraft are in a later subsection of thig paper.

C1O profiles coincident with MI,S were measured by
the balloon-borne SLS M part of the UARS correla-
tive mcasurerncnts  program. SLS measurements at the
same time as MI,S were obtained on 1 October 1991
(]aunchcd from Ft. Sumner, New Mexico), 20 Febru-
ary 1992 (I)aggett, California), 29 September 1992 (Ft.
Sumner) and 3 April 1993 (Daggctt). ~’hc estimated
accuracy is 0.1 ppbv or better over a vertical range be-
tween 50 and 1 hPa. Figure 26 compares MIS 30-40° N
zonal mean C1O profllcs with those mcrwrrcd  on indi-
vidual flights of S1. S. The daily zonal means from MLS
agree, to within the estimated uncertainties, with the
S1,S profiks  over the full vertical range of the mcarmre-
mcnts.  The MIA monthly zonal means agree to within
0.1 ppbv or better with SLS over the full vertical range.
The 3 April 1993 S1,S flight occurred when MI,S wa~
looking south, so that M 1,S profiles are not available on
that date for comparison (mcasurernents  at the north-
ern extreme of the south-looking orbit were in darkness);
data from that flight are included later (Figure 36) in a
tirnc series of MLS data.

Comparisons  wi th  Ground-based Mcasurwmcmts

Ground-brwcd mcasurcrncnts  of stratospheric CIO were
first reported by }’arrish et al. [1981], and typical mid-
latitudc results obtained prior to UARS arc the curve
labc]cd ‘Ilarrett et al.’ in Figure 24. Measured variation
in upper stratcephcric CIO throughout a com~)]cte  diur-
nal cycle over }Iawaii  (19° N) during October and I)c-
ccmbcr  )982 w~q reported by Solomon et al. [1984]. lig-
urc 27 compares the Solomon et al. [1984] results with
the 10 30° N zonal mean diurnal variation observed by

MLS during the UARS north-looking months of Octo-
ber 1992 and Dccembcr  1991. The C1O column abun-
dance above 30 km inferred from the ground based mea-
surement  is shown, along with the column above 10 hPa
from MLS. The model [Ko and Sze, 1984] predictions
given in Solomon et al. [1984] are also included in Fig-
ure 27. Both the mcawrrcrncnts  and model results have
been normalized in the same manner. There is gener-
ally good agrccmcnt  bctwccn  MI,S and ground-  b~qed,
but with the MIA mcrwremcnts  fitting more closely
the model predictions of a steeper morning rise than is
evident in the ground-based mewuremcnts. The midd-
ay column above 30 km from the ground-based mea-
surements is 0.7-0.8x 10*8 molecules/m2,  wherea~  that
inferred from MI,S is 1.0-1.2x 101s molecules/m 2. I’he
difference of N50Y0 is consistent with the N5Y0 pcr year
increase expected in stratospheric chlorine and the time
difference of the two mcrmrcments.

Enhanced C1O in the lower strataphere  over Antarc-
tica ha~ been measured by ground-bawd microwave ra-
diometers  operating at McMurdo Station (78°S, 166°E)
since 1986 [deZajm  et al., 1987; Solomon et al., 1987;
Bar-nit  et al., 1988; deZafra  et al,, 1989]. ‘l’his technique
hrM also been used as part of the UARS correlative mea-
surements program to obtain C1O measurements from
McMurdo at the same time as MLS. Figure 28 comp-
ares MI,S and ground-baaed [Shindell  et al., 1994] CIO
rneasuremcnts  over McMurdo during 1$20  September
1992. Day-night differences at 10 hPa and below have
been taken for both techniques. MI,S maps (map for
17 September 1992 is in Waters ei al. [1993 b]) show that
cluring  this period McMurdo was near the outer edge of
enhanced lower stratcepheric C1O, and that significantly
larger CIO abundances occurred polewards of McMurdo.
Both the MLS and ground-baqed  measurements show
the ‘double-peaked’ CIO profile, which is caused by sep
arate regimes of gas-phrwe  chemistry in the upper strat~
sphere and heterogeneous chemistry in the lower strato-
sphere. l’he  heights of the CIO peaks obtained from
the two techniques are in good agreement, and the peak
abundances agree to within 0.1 ppbv.  q’here are, how-
ever, differences of *0.2 ppbv at 22-30 krn which may bc
significant. l’hcsc  are, perhaps, due to the different ver-
tical  rcaolution  of the two techniques and the different
methods used for representing the vertical variation.

IJigurc  29 and 30 compare the C1O profiles obtained
from ground-brwcd and MLS measurements over Mc-
Murdo during 4-7 and 15-17 September 1993 [de%afra
et al., 1994 b]. MLS maps of C1O for this period [ Wa-
ters et al., paper in preparation], and those of potential
vorticity [Manncy et aL, 1993; 1994b] show the region
of largest lower stratospheric C1O, and the Antarctic
vortex, extending further outward over McMurdo than
was the case when the 15 20 Septcrnbcr  1992 measure-
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mcnts  shown in Figure 28 were made. These maps also
show the Antarctic vortex and the region of enhanced
C1O to be relatively symmetric about the pole during
4-7  September 1993, but more distorted towards Mc-

Murdo  during 15-17 September 1993 when the air over
McMurdo was representative of that deeper within the
vortex than during 4--7 September 1993 (see also Fig-
ure 5 of dcZafm et al. [1994b]). Both the MIS and
ground-bawd mea~urements  show more lower strato-
spheric C1O over McMurdo in 1993 than in 1992, es-
pecially at -+22 km (*22 hPa) altitude. More CIO over
McMurdo  in 1993 than in 1992 is expected from the
differences in vortex location between 1992 and 1993
for the periods shown in Figures 28-30. MI,S shows
46 hI’a C1O increa~ing from 4-7 September 1993 to 15-
17 September 1993 (ss would be expected from the
changes in vortex location between these periods), how-
ever, whereas the ground-based technique shows CIO
dccrea~ing at that altitude. To ensure the incrca%  ob-
served by MI,S was not an artifact of the retrieval tech-
nique,  rctricvak were performed on the same data ~t
but with the radiances first averaged and then an itera-
tive retrieval performed on the averaged radiances. Re-
sults from the radiance-averaged iterative retrieval are
the thick dashed  lines in Figures 29 and 30. The same
behavior is seen at 46 hPa as in the Version 3 M1,S data,
although lower stratospheric C1O peak abundances are
-0.2 ppbv srnallcr. This discrepancy between results
from the two techniques, and others such w that at
10 hI’a rdtitudc  where MI,S shows significantly less C1O
than the ground-based, are being investigated. There
is gcncrrdly worse agreement between M I#S and ground-
based results for the 1993 McMurdo  mess.uremcnts than
those for 1992.

Figure 31 shows column measurements of C1O over
Thulc,  Greenland, during February and March of 1992
[deZajr-a  et al., 1994a], and compares these with columns
obtained from M 1S. ‘1’hc ground-bawd mca~uremcnts
w~crc taken during mid-day and are averages over pe-
riods of 3-5 days. Column C1O computed from indi-
vidual M 1.S mcawrcments made nearest Thulc  on both
the a~cending  and descending portions of the orbit are
ShOWJl,  and the MI,S data have been smoothed with
a &day running average. During the period of these
comparisons the ‘day’ side of the orbit for MI,S mea-
surements  slowly changed from ascending to descend-
ing, and the solar zenith angle and local solar time of
the MI,S measurements are shown in the two bottom
panc]s. ‘1’he  agreement between the day MI,S mcasurc-
mcnts  and the ground-bawd measurements is roughly
comparab]c  to the observed variations, all t})at should
bc expcctcd  given the diflcrent  horizontal and temporal
samplings of the two techniques.

Ground-based column measurements of llCI over Arc

Sweden (63° N), performed as part of the EASOE  cam-
paign [Pyle et al., 1994] during the 1991-92 Arctic win-
ter, have been compared with C1O columns over Are
during the same period [Bell et al., 1994]. During early
January 1992, when MI,S observed a large increase in
C1O, the 110  column wrM greatly decreased ~q expected,
since the January increase in C1O should be at the ex-
pense of IICI.

Comparisons with Aircraft Mcasuremcmts

Enhanced lower stratospheric C1O was meawred from
the ER-2 aircraft during the 1987 Antarctic campaign
[Anderson et al., 1989; 1991]. Figure 32 compares the
1987 ER-2 mcrwremcnts  with averagea from MI,S data
made inside the vortex during the same time of year and
centered at the latitude and longitude of the ER-2 mea-
surements. The dates selected for the comparative MI,S
mcawrernents were chosen to bc within the mid-range
of corresponding dates for the 1987 I?R-2 meawrements,
and when MI,S maps showed the edge of enhanced C1O
to be at approximately the same location a~ observed by
the l; R-2 in 1987. Although t}lere is acceptable agree-
ment  at the highest altitudes rneasurcd  by the ER-2,  the
problcrns  with MI,S 100 hPa CIO data discussed earlier
are evident at the lowest altitudes shown here.

in situ measurements of lower stratospheric C1O were
m a d e  [Auallone  et al., 1993b; 7bohey  et al., 1993b]
from the RR-2 aq part of the AASF=II  campaign [An-
derson  and 7bon,  1993]  from September 1991 through
March 1992. l’heat have precision better than 0.01 ppbv.
Monthly zonal means of MI,S data are required to reduce
its noise to a level at which comparisons with the rnid-
latitude llR-2  data are meaningful, and Figure 33 shows
height-latitude contour plots of MI.S monthly zonal av-
erages  to put in context the more detailed mid-latitude
comparisons with the ER-2 measurements shown later.
‘1’hc  increase in lower stratospheric C1O between Ott_
bcr 1991 and March 1992 at *30-50”N seen by the RR-2
is evident in these MI,S monthly zonal mean data. We
also note that the increase in the upper stratospheric
(N2.2-4.6  hPa) C1O from equator to pole seen in the
MLS data agrees qualitatively with the predictions of
So/omon and Garcia [1984]. (Smaller abundances of
upper stratospheric C1O arc expected at low latitudes
where increased C114 quenches reactive chlorine. UARS
CLAES  n~easuremcnts  [Krmer  et al., 1993] show more
upper stratospheric C114 at low latitudes, aq expected
duc to ascending tropical air.) Figure 34 compares
the MI,S monthly zonal mean measurements with those
from the ER-2 reported in Fahey et al. [1993]. 7’hc MI,S
and ER-2 results agree to within the expected MI,S pre-
cision of 4.0,04 ppbv for the monthly zonal mean.

Figure 35 shows C1O plotted versus ozone for RR-2
mcawrcments  [Ava//one et al., 1993tI]  made in October
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1991 and February 1992, and for MIS monthly zonal
(day-night) means from the sarnc time periods and range
of latitudes. The upper cross is for the average of MIS
values at 46 hPa, the middle cross for 68 hI’a, and the
lower cross for 100 h}’a. The October 1991 MIS mea-
surements shown in the top panel of Figure 35 were ob-
tained shortly after launch, and before the M 1,S scan
was programmed on 31 October 1991 to give more mea-
surements in the lower stratosphere; consequently, the
quality of the MI,S lower stratmpheric  measurements for
October 1991 in t}lc upper panel is not as good as for
February 1992 period shown in the lower panel  of Fig-
ure 35. Despite the very low CIO abundances (relative
to MI,S sensitivity), however, the agreement is within
the expected MI,S precision --- and is especially good
for the February 1992 measurements.

A time-series of M 1,S 30-50° N monthly zonal mean
lower stratospheric CIO is shown in Figure 36, and
compared with ER-2 and S1.S mcasurcmcnts. ‘J’bcre
is agreement to within the estimated MI,S precision.
I,argcr abundances of extra-vertical C1O in winter, as
shown in these MI,S data, are expected due to greater
photo]ysis  of HN03  in summer (producing more N02
which quenches C1O) and, perhaps, to faster rates of
certain heterogeneous reactions [Rodrigaez et al., 1991;
Solon~on  et al., 1993; 7’ie et al., 1994]. This seasonal
variation in MI,S CIO, which is also observed in the
southern hemisphere [ Waters et al., paper in prepara-
tion], can be quantitatively explained by tw~dimensional
~nodc] results [l{urroood  et al., paper in preparation].

Gmparisons of MI,S C1O results with ER-2 measure-
ments of enhanced lower stratospheric CIO in the Arc-
tic 1991-92 winter vortex have been made. All show
excellent agreement in the location of enhanced C1O.
Figure 37 is a scatterplot of individual MI,S CIO mea-
surements versus near-coincident ER-2 measurements,
and shows agrccmcnt  to wit}lin the MLS noise. Table  4
gives details of the individual measurements which were
included in Figure 37.

Figure  38 comparca  CIO profiles measured on the
NIL-2  flight  into the Arctic vortex on 20 January 1992
[7’OOACY  ei rI1., 1993b], when the largest CIO abundances
were measured by the ER-2 during the AASF=II  camp-
aign, with the average of profiles measured by MI,S
during 9-11 January 1992 in the vortex region where
it observed largest CIO [Wafers et al., 1993a]. (MI,S
turned to north-viewing on 14 January 1992, so there
are no nwwurcments  from it to compare directly with
the 20 January EJL-2 results. ) Even though the n~ca-
surements  compared in Figure 38 were obtained 10 days
apart, and at different locations in the vortex, there is
good agreement between the MI,S C1O average profile
values and the l;lt-2 rncasurcrncnts  in the upper portion
of the F, R-2 profile. Problems with the MI,S rneasure-

rncnts  near 100 hPa, as discussed previously, arc also
indicated here.

comparisons with the SUMAS submillimeter aircraft
rnerwurcments  made in the Arctic vortex in F’ebrualy
1993 [Cmrmll  ef al., 1994b] also show excellent agrcc-
mcnt  in location of the enhanced lower stratospheric
C1O. The  enhanced lower stratospheric CIO abundances
from MI,S arc N25% larger than from SUMAS, although
this difference is about within the expected uncertainties
of the two experiments.

SuxnInary  of Comparisons with Other Measure.
Incmt s

The comparisons done to date between MI,S and
other measurements of CIO indicate general agreement
to within the estimated MI,S uncertainties given earlier
in l’able 3 (and Figure 22), and the uncertainties of the
comparative measurements.

‘7. P]ans for ~krther  Work

Ihirther  work is planned to eliminate the known prob-
lems in the Version 3 C1O data which have been sum-
marized earlier in ‘l’able 3. At least  two rcprocessings
of MIA data are planned. The first is principally aimed
at producing a lower stratospheric IIN03  data set from
M1,S and will use the Version 3 algorithm. This pro-
cessing will give improved CIO by accounting for the
IIN03 effects, using better ‘pointing’ obtained from the
revised 02 Iincwidth  parameter, and using better ‘space’
radiances (from improved Level 1 processing) to improve
C1O retrievals above 1 hPa. A later reprocessing will
usc iterative algorithms to account for non-linearitics.
This later processing should make the MI,S 100 hPa C1O
product useful (at least for day-night differences), clinli-
nate the x8$Z0 scaling error which exists in the Version 3
data for cnhanccd  lower stratospheric C1O, and reduce
residual uncertainties to ~0.1  ppbv.

As well a~ upper tropospheric H20, mentioned ear-
lier, additional M1,S products which may be available
frcm~ future algorithms include gcopotential  height, i,so-
topic ozone, 1120 2, and one component of wind in the
mcsosphere.
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TalJc 1. Averages values  of lower stratmpheric C1O abundances (ppbv)  retrieved from MLS data taken in the
Antarctic vortex during 14-29 August 1992.  ‘JJAY’ values were obtained for solar zenith angles (sza) <83° at
46 and 100hPa, and S88° for 22 hpa; ‘NIGIJT’ values are for sza zlOOO. The uncertainties shown here for the
‘DAY’ and ‘NIGHT’ valu~ are the meaaured  standard deviation of the valum divided by the square root of the
mrmhcr of meawrrements  which were averaged; the uncertainty given for the ‘DAY minus NIGHT’ values are the
rss of ‘DAY’ and ‘NIGHT’ uncertainties.

_ — .  _ — . . .—. ——. —— —

DAY NIGHT DAY minus NIGIIT——. . . . . . . . . . . . .

with HN03 with HN03 with HN03

pressure Version 3 retrieved Version 3 retrieved Version 3 retrieved
(preliminary) (preliminary) (preliminary)

22 hPa 2.81~0.04 2.72*0.04 0.583:0.02 0.48*0.02 2.23 f0.05 2.24~0.05

46hPa 2.52&0.04 2.33&0.04 0.2340.02 0.06+0.02 2.29+0.05 2.274,0.05

100hPa -0.37  ~0.08 -0.15+0.10 0.393:0.03 0.41+0.04 -0.76~0.09 -O.56+O.1O

Table 2. Averages values of lower stratospheric C1O abundances (ppbv)  retrieved from MI,S data taken in the
Arctic vortex during 9-11 January 1992 between 55-65° N and 0+0° E. ‘DAY’ values were obtained for solar
zenith angles (sza)  <85°  and local solar times between 11 am and 1 pm. ‘NIGHT’ values are for sza >120°and
local solar times between midnight and 3 am. The uncertainties shown here for the ‘DAY’ and ‘NIGHT’ values
arc the measured standard deviation of the values dividecl by the square root of the number of measurements
which were averaged; the uncertainty given for the ‘DAY minus NIGHT’ values are the raa of ‘DAY’ and ‘NIGHT’
uncertainties.

DAY NIGHT DAY minus NIGIIT
— — - .  — . - — - — . — — . — — — — — -  —

with HN03
with IIN03 with HN03

pre~~urc Version 3 retrieved Version 3 retrieved Version 3 retrieved
(preliminary) (preliminary) (preliminary)

— — — — — . . ——_.. -—-— —— ——

22 hPa 1.01+0.19 1.09*0.20 0.05+0.05 0.13+0.05 0.96*0.20 0.96*0.21

46 hPa 2.36+0.16 2.48+0.16 0.29+0.09 0.32+0.09 2.07+0.17 2.16+0.17

100hI’a -0.38*0.33 -0.68&0.26 -0.02+0.17 0.01+0.16 -o.36ko.37 -0.67+0.31
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Table 3, Summary of estimated uncertainties and known problems in M1:S Version 3 C1O. The  ‘noise’ uncertainty
gives the ‘precision’ of the meawrement,  and can be reduced by averaging. The values given here for the ‘bi~~’
and ‘scaling’ uncertaintim, which apply to the ‘accuracy’ of the mewrrements  after accounting for noise, are
believed to represent envelopes which are not often cxcccded — roughly 90% confidence (2u) values.

pressure
(lII’a)

0 .46

1,0
———

2.2

4 .6

10

22

46

100

_ -———.

typical
single estimated estinlatcd
profile bias scaling

1 u noise uncertainty uncertainty

(Ppbv) (ppbv)

1.6 0.2 40%

1.3 0.2 20%

0.8 0.15 15%
—

0.5 0.15 15?lo

0.4 0.15 15%
0.3 0.2 15%

0.4 0.2-0.4 15%

1.0 0.4--0.8 40%

known problems

More investigations are required before the Version 3
1.46 hPa values can bc considered reliable for general
scientific. analyses.
.—— —_- . .. ——— ———

. . . .——-. .. ——-— —— —.- --

———
Version 3 data have a bitw error of -0.05 ppbv
.—— ——-. —. —. —. —. ——. ——— .——.. —
Version 3 data have a bias error of -0.1 ppbv

Version 3 data have a bia~ error of -0.15 to -0.2ppbv
when 11N03  has typical ‘climatological’  values, and a
bias error of --+ 0.2 ppbv under conditions of depleted
HN03  typical of the Antarctic vortex; these bi~q errors
can bc removed by taking day-night differences (when
conditions permit). There is a scaling error of -+9’%0

for enhanced C1O conditions.
.—— —. ——

Version 3 data have a biw error of -0.1 ppbv when
IIN03  haq typical ‘clirnatological’ values, and a bizw er-
ror of w+-O.2  ppbv under conditions of dcplctcd  IIN03
typical of the Antarctic vortex; these  bias errors can
be removed by taking day-night d iflcrcnces (when con-
ditions permit). There is a scaling error of W+ 7% for
enhanced CIO conditions.’

.—— —
Version 3100 hPa data are not reliable under conditions
when 22 and/or 46 hPa CIO is greatly enhanced. More
investigations are required before they can generally bc
tonsidcrcd  reliable at the small C1O abundances which
trc typically expcctcd  at 100 }11’a

Waters et al.: Validation of MIS C1O table page 2



Tnblc 4. Individual MLS CIO measurements and near-coincident ER-2 meawrements in the 1991-92 Arctic
winter vortex. Universal time (WI’), latitude, longitude and potential temperature (0) of the ER-2 mea.. uremcnts
are indicated. The range of CIO values shown here for the FJR-2 merwrernents is the range of values which were
mezwured  over a spatial region of the approximate size as that sampled during individual MLS measurements.
Also given for the MLS me~~urements  are the record number (in the daily MLS data file), the solar zenith angle
(sza) and the local solar time (lst) of the memurements.  The  MLS data is Version 3, and values are given for the
46 hI’a retrieval point, and from the retrieved vertical profile at the potential temperature of the corresponding
RR-2 mewrrement.

.—_—

cbite
1992

4 Jan

6 Jan

-——

8 Jan

——

17 FeL

—- ——. —.. — .——

ER-2

UT lrd long 9 Clo
h:m ‘N “W K ppbv

1s:05 5 8 56 475 0.550.3

19:30 5 1 63 4 9 0  0.1+0.02

16:00 61 44 450 0.8+0.1

18:30 55 56 475 0.12k0.03

.——

16:15  6 1 44 450 0.4S0.2

14:10 5 1 6 3  4 6 5  0.35k0.25
19:30 49 65 500 0.14*0.03

17:20 6S 61 450 0.6k0.2

17:55  65 63 4 8 0  0.75+  0.1

18:30 6 1 65 485 0.7+0.1

19:00 58 66 495 0.3%0.1

19:30 55 67 510 0.17+0.06

20:20 51 67 500 0.10+0.02

— — — . . . — .

———_.. ———-—  —__ ——..

MI,S
—

UT lat long rec# ma bt C10@46hPa  C10@8
hm ‘N “W deg hour ppbv ppbv

——-—-. .-—

17:16 57 48 949 84.1 14.0 o.4ko.4 0.6~0.4

18:55  51 67 1039 79.8 14.3 -0.24.0.4 0.0*0.4
18:56 47 65 1040 87.7 14.5 -0.24-0.4 0.2&0.4

Waters et al.: Validation of MLS CIO

15:43 65 42 864 87.8 12.8 1.14.0.4 0.9*0,4
15:44 62 38 865 85.0 13.) ) .6~0.4 1.0*0.4

17:22 55 57 955 79.6 13.5 -0.2% 0.4 0.2~0.4

-.—————. .-— —.

15:49 62 50 869 84.4 12.4 1.7+0.4 0.6+0.4
15:50 59 47 870 81.3 12.6 0.6~0.4 0.4*0.4

17:28 52 66 WI 75.3 12.9 0.2~0.4 o.3ko.4
17:29 49 64 961 72.3 13.1 0.6A0.4 0.4*0.4

———--_— ——

17:30 68 62 961 81.0 13.1 0.5*0.4 0.4*0.4
15:54 68 37 873 81.3 13.2 -0.3s0.4 0.8L0,4

17:29 65 66 960 77.4 12.8 0.250.4 o.5&o.4
)5:53  65 42 872 77’.6 12.9 1 .0+0.4 0.6%0.4

17:28 61 70 959 73.8 12.6 0.6$0.4 0.6S0.4
15:52 62 45 871 74.0 12.6 -0.150.4 0.2~0.4

17:27 58 73 9 5 8  7 0 . 2  12.4 0.6&0.4 0.750.4
15:51 58 48 870 70.5 12.4 0,1+0.4 0.260.4

17:2G 55 75 957 66.7 12.2 0.7s0.4 0.4*0.4
15:50 55 51 869 66.9 12.2 0.3$0.4 0.3%0.4

17:25 51 78 956 63.2 12.0 0 . 4 * 0 . 4 0.1+0.4
15:49 51 53 S68 63.5 12.0 0.3A0.4 0.2~0.4
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l“igure 1. Calculated atmmpberic  limb radiance for the spectral region containing the 205 GHz C1O line nmasured
by UAILS  MI,S. Tbe upper panel shows the spectrunl  over the 198-208  GIIz region, and indicates locations of
the 205 GIIz  radiometer local oscillator (1,0) and upper (US13)  and lower (1,S11) sidebands for MI.S bands B2,
113 and 114. l’he lower  parlel shows a more detailed view of t}lc region covered by bands 112 and D3 used
for C1O, and is a ‘double sideband’ (1)S1]) calculation --- the average (and folded about the LO frequency) of
contributions from the 1,S13 and USD. locations of the 15 filters in 1]2 and B3 are indicated in the lower panel.
q’hc ‘IF frequency’ axis on the bottom panel ,gives  the frequency after  the first heterodyne  conversion in the
205 GIIz  radiometer; filter channels in 113 increase in the opposite direction than in 112 because of different second-
hctcrodync conversions in these two bands [Barnfh  et al., 1993]. q’he vertical scale is the equivalent brightness
temperature of the radiance. The  two calculated spectra in each parlel are for observation paths through the limb
with tangent pressurtiq of 4.6 hI’a (upper stratosphere) and 46 hPa (lower stratosphere). The  C1O profile used for
the~ calculations was double-peaked to reprmcnt  lower stratoslJheric  CIO cnbanccd  by heterogeneous chemistry,
and upper stratospheric Clo due to pure g~-pllme  chemistry; peak values of 1 ppbv were assumed for both the
lower arid upper stratospheric C1O.
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1.C

P/hPa
lC

100

\ -, .  0.46hPa
=-=>~<- “  “.

- - -
r

I

‘ f———~
_&—_~d_~__d__

. 0.5 1.0

4.6h Pa

10h Pa

22 hPa

Averaging Kernel Amplitude

11’igllrc 2. Averaging kernels (see Rodgers [1 990]; Marks and Rodgers [1993]) for MI,S Version 3 CIO retrievals of
individual profiles. ‘Jihe solid and dashed curves are the rows of the averaging kernel matrix, and give the vertical
resolution in the retrieved profile. l’he  nurnbcr  printed to the right of each peak is the pressure of the retrieval
surface associated with that kernel. l’hc  dotted line is the sum of the columns of the averaging kernel matrix for
that height, and gives the relative amount of information which co]nes from the MI,S measurement, as opposed
to coming from the a ptiori.
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lnade with the MIS FOV between 22 and 100 hl’a  tangent pressures (-13–22 km) on 16 separate limb scans
occurring during daylight (at local solar zenith angl~s less than 85°) on 16 August 1992. The limb scans were
schxted  from the region where largest C1O abundances are retrieved, and only data having I04AF-STAT=G  and
QUALITY-CL0=4  have been included. Middle panel is the average of spectra for the same tangent heights calculated
fro~n the individual retrievals. Ilottom  panel shows the residuals (rncasurcd  minus calculated). IIorizontal  bars
itldicatc  the different filter channels, and the width of each bar gives the width of that filter, ‘l’he vertical bars
give the expected  noise of the average.
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Figure 4. Mid-upper stratospheric C1O spectra. Top panel is the average of measurements lnade  with the MI,S
FOV between 2.2 and 10 hPa tangent pressures (=31-42 km) on 548 separate limb scans occurring during daylight
(at local solar zenith angles less than 80°) on 11 July 1993. Only data having PIMAF_STAT=G and QUALITY.CLO=4
have been included. hliddle  panel is the average of spectra for the same tangent heights calculated from the
individual retrievals. Ilottom pane] shows the residuals (measured ]ninus calculated). IIorizontal  bars indicate
the different filter channels, and the width of each bar gives the width of that filter. ‘1’he  vertical bars give the
expected noise of the average, Note that the vertical scale has been greatly expanded from that in tile previous
figure.
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Figure .5. MI,S ‘space radiances’ for two 3-day periods averaged separately for day and night. Only radiances
having inferred tangent pressure less than 0.1 hPa (heights above about 65km)  are included in the average.
‘1’he  top panel is for 10--12 January 1992 (north looking), and the bottom ]Jancl is for 10-12 July 1992 (south-
Iooking). q’hc two spectra in each pane] arc the separate averages for ‘day’ (solar zenith angle lCSS t}]an 90°)
and ‘night’ (solar zenith angle greater than 900). ‘1’he  spectra] pattern for these high altitudes shown here is
tllougbt  to be due to residual instrumental artifacts. Note that the peak-t~pcak variation in its amplitude is
aI)],roxin~ately  0.05 Kelvin in brightness tcml)craturc,  which corrcs~)onds  to the amplitude of signal from a C1O
abundance of approximately 0.05 ppbv. Also note that the pattern between day and nig}lt repeats to within
approximately 0.01 Kelvin brightness tcmpcraturc, which corresponds to the amplitude of signal from a CIO
abundance of approximately 0.01 ppbv. Averages are of approximately 9000 individual spectra, each measured
with an instrument integration time of 2s, and only data having MMAF-STAT=G  and QUALITY-CLO=4 have been
included.
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I’igurc8.  hleasurccl and~>rcdictcd  noiscin individual MI, SClOrctricvals.  l’hcdata  san~plc  hcrcincludcdor)ly
rctricvalsmadc in carlymorning (solar zenith angles greater than 95° and local solar times between midnight and
6an~)durin  gthc9Julyto8 August 1993 north-looking period (top) and the 15 January to 14 February 1992
soutl]-looki~)g  period (bottom). ‘1’his sample covers tirncs when C1O is expected to be a minitnuln,  and variations
in the retrieved values arc expected to be dominated by measurement noise. lihe predicted la noise shown by
the dashed curves is the average value for each data ensemble oftllc values produced by the algorithms for tbc
Version 3 data. Only data having HMAF-STAT=G  and QUALITY-CL0=4 have been included.
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Figure 9. ‘J’he distribution of nighttime C1O profiles retrieved from MI,S.  The data ensemble used here includes
20,414 individual profiles retrieved between midnight and 6am for the UARS months of J an-Feb 1992 (south-
looking summer) and Jul-Aug 1993 (north-looking summer) when stratospheric ~10 is expected to bc minimum,
and the retrieved distribution is expected to be dominated by instrument noise. ‘l’he ‘staircase’ histograms in
each panel give show the measured distribution of the retrieved values. Only data having HHAF-STAT=G and
QUALITY-CLO=4  have been included. l’hc  horizontal axis is deviation from the mean (in ppbv)  and the vertical
axis is the number of values within the 0.25 ppbv incrcrncnts  c}loscn for t}~e histogram. ~’hc s’mooth curves are
Gaussians  having approximately the same enclosed area as the histograms. q’hc solid Gaussian has width equal to
the nlcasured  standard deviation of the data, and the dashed has width equal to t}lc average of the uncertainties
],rcdictcd  by the Version 3 algorithm.
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l’igure 12. Uncertainties in MI,S Version 3 C]() retrievals duc to lack of closure in fitting the measured radiances.
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SIIOWIJ in the other curves. l’he  dashed curves give rtisults  from algorithm producing the MLS Version 3 data.
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N 20 and zero 11 NOS.  l’hc  results shown here arc the averages of approximately 40 individual retrievals for both
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Figure 14. Results from different retrieval schemes used on MI,S radiances tncasured  over Antarctica on 17 Au-
gust 1992 (Icft) and 17 September 1992 (right). The averages of approximately 20 individual retrievals are shown.
‘1’he  solid curves are from the algorithm producing the MI,S Version 3 data. The dashed curves are from retrievals
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in the same way as the production algorithms. Dotted curves show the effects of changing IIN03  and N20 from
cli)natological  profiles to zero. I’he  curve with dense dots lIM climato]ogical  N20 and zero HN03; that with
sl)arse dots  has zero N20 and climatological  11 N03.  Only radiances having IfMAF_STAT=G  were inc]uded.
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periods in 1992, 1993 and 1994 with S1.S [Stachnik et al., 1992] and in situ  [Ava//one et al., 1993a] measurements for
approximately  t}~e sarl~c se~$on in 1991. q’hc MI~S values arc day-night diffcrcnccs, with ‘day’ measurements having
local solar zcr,it,h  angles  (sza) <80°, and ‘night’ measurements having sza> 110°, Approximately 1200 individual
hfI,S I)rofilcs were averaged for day and for night, includirlg  only data with MMAF5TAT=G  and QUALITY.CLO=4.
‘1’hc  horizontal extent, of tl]e bars for the M1,S is the observed standard deviation of the retrieved values divided
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1992 from Ft,. Sumner. All measurements were made during xnid-day, and ClC_) values from the ‘night’ side of the
orbit have been subtracted from the MI,S data at 10 hl’a and greater pressures to remove known biases of O.1-
0.2 pl)bv at lower altitudes. ‘1’hc MI,S daily zona] means are averages of approximately 40 individually-retrieved
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l’igure 27, ComI,arison  of observed diurnal variation in upper stratospheric C10 measured by MI,S and by
ground-based techniques [Solomon, et al., 1984]. The quantity p]c)tted  is the column above 30 km for the ground-
based resu]t,s  and the column above 10 hl’a (~31  km) for MI,S. ‘l’he horizontal axis gives local solar time, Doth
sets of nmasuremcrrts  have been normalized to unity peak value, and the 4 am MI,S value has  been slightly shifted
to coincide wit}l the ground-based value. Only MI,S data having 10 IAF-STAT=G  and QUAI,ITY.CI.0=4  have been
included. ‘] ’he M1,S rncasurerncnt,s have been binned in one-hour intervals and the horizontal axis gives the local
solar time of the measurements (the earlier sunrise and later sunset in october are evident in the hlI,S data);
between 100 and 500 individually-retrieved profiles were averaged for each local tirnc bin. ‘J’he ground- brrscd
tncasurc~~]crlts  were binned in two-hour intervals.
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Figure 28, Comparison of ground-based and MI,S mca~urmnents  of the C1O profile over McMurdo Station (78° S,
16601’;) Antarctica during 15-20 September 1992. ‘1’he  thick line is t}le average of all MI,S profiles measured at
latitudes 75- 80° S and longitudes 14 D-190” E (within N500 km of McMurdo)  during 15-20 September 1992. Only
data }Iaving  HMAF-STAT=G  and QUALITY.CLO=4 were used. IIorizontal  bars are the estimated +Io uncertainty in
the precision of the MI,S averages. Heights of the MI,S pressure surfaces are from geopoterrtial  height obtained
from the MI,S data. ‘1’hin lines show the profiles obtained from the ground-based measurements [Shinrfell  et al.,
1994]. ‘Jihe t}lin solid curve is for mea.suremcnts  on 15 September 1992, and the dashed curve is for mcasurcmcrrts
on 19-20 %ptc~nber.  ‘1’he shaded area is the +-la ioial uncertainty (including calibration, atmospheric parameter
unccrtaintics, and retrieval algorithm limitations) estimated by the ground-breed team, I)ay-night  differences
have been taken at 10 hPa and below for both MI,S and ground-based results.
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thick dashed line is an average of the same MLS observations} but from an iterative retrieval performed after
averaging the measured radiances. Only MLS data having HI’IAFJ3TAT=G  and QUALITY.CLO=4 were used. “1’hc
horizontal range of the bars on MLS profile retrieval points are the estimated uncertainty of the MI,S  average.
‘1’he thin line is the profile obtained from the ground-bzwed  mcasurcmcnts  [deZafm  et al. 1994 b]. The shaded area
is the 4:lu  total  uncertainty (including calibration, attnospheric  parameter uncertainties, and retrieval algorithm
limitations) estimated by the ground-based team. I)ay-night  differences have been t akcn at ) O hI’a and below for
both MLS and ground-bacd  results.
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l’igure 30, Same as Figure 29, except  that the ground-based profile  (thin line) is for 1$17 September 1993 and
the MI,S profiles (thick lines)  are for 15-16 Scptcmbcr  (MI,S turned to north-viewing On 17 Scptcrntmr  1993).
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Figure  31. Comparisons of column C1O measurements over ‘1’hule, Greenland, in February and hfarch  1992. l’hc
crosses arc ground-based rncasurements  [deZajra  et al., 1994a],  and the li~lcs are from hlI,S.  The  ground-based
measurements have been averaged over a period of 3-5 days, and the MI)S measurements have been averaged by
a running 5-day smoothing. “1’he MI.S measurements are each day’s values measured nearest lbule; the solid line
gives measurements on the ascending side of the orbit, and the dashed line gives n~easurcments  on the descending
side of the orbit. Only data having MMAF-STAT=G  and QUALITY.CLO=4  have been included. ‘1’he  solar zenith angle
aud local solar time of the MI,S rneasurernents  are shown in the two bottom panels. Prior to UARS day 175
the a~cending side of the orbit gave measurements nearest mid-day (when the ground-based measurements were
taken,  and following day 175 the descending side of the orbi~ gave measurements nearest mid-day. ‘l%us the solid
curve should be used for comparisons before day 175 and the dashed  curve following day 175.

Waters et al.: Validation of M 1,S CIO figure ~jage 31



.

O / K

550

500

450

400

350

22 hPa

46 hPa

100 hPa

L_J%c.A#___bJ
0.0 2.0

CIO / ppbv

Figure  32. Comparisons of h41.S September 1992 and 1993 Antarctic C1O profiles with that measured by the RR-
2 aircraft in September 1987. l’he  vertical coordinate indicated on the left is potential temperature, and pressures
at MI,S retrieval points are indicated on the right.  ‘l’he MIS measurements s}Iown  here are averages over 71–73° S
latitude and O-140”W  longitude, for the periods 6--11 Scptcmbct  1992 (thin lines) and 7-12 September 1993
(thick lines). ‘J’hcsc periods were chosen to be in the tnidcllc of the corresponding 1987 dates of the RR-2 flights,
and when h41,S maps showed the edge of enhanced C1O to be at approximately the same location as seen by the
lit-2 in 1987. Solid lines are averages of individual MIS Version 3 profiles; dashed  lines are iterative retrievals on
averaged radiances from the same data sample. l’he  iterative retrievals use the revised 02 lincwidth  for pointing
and account for the efl’ects of H NOS.  Ikwnight  diffmnm  have been taken  for all tile MI~s data shown here,
and horizontal bars give the estimated 4.lu precision. ‘1’hc l;IL-2 profiles (e)E) were made at approximately 72° S,
70° W. ‘1’hc  lower values (e) arc the averages from 10 flights occurring between 23 August and 22 %ptembcr  1987
reported in Anderson et al.,  [1989]; the higher values (E. ) are the 13 R-2 results after recalibration. ‘l’he uncertainty
in the atmolutc  values of the recalibrated ER-’2 data is 4 25Y0,  at 90% confidence limits [Anderson et al., 1991].
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Figure 33. Zona] mean of MI.S daytime C]() mcawrcnlcnis for 1 to 31 October 1991 (top) and 15 February to
22 March 1992 (bottom). The  latitude interval is 4° and each latitude bin is an independent sample (i.e., there
has been no ‘s~noothing’  of the data). ‘l’he color scale is CIO abu!}dance in l}pbv.  Only data having MMAF.STAT=G
and QUALITY-CLD=4  have been included. Day-night differences have been taken  at 4.6 hPa and below.
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I“igurc 34. Cornparisorl  of in situ k;lt-2 lower stratospheric C1O rncasurernents  with zonal means from MI,S.
EIL-2 values, from Figure 3a of 1+ ’uhcy  et al,  [1593] are individual measurements made between 50 and 65 h]’a on
the indicated dates. M 1,S valllcs, taken  from }Iigtlcr-resolu tion versions of the contour plots shown in the previous
figure, arc day-nig}]t  differences of zonal averages at the same altitudes as the NIL-2  measurements.
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l’igurc 35. I,owcr  stratospheric C1O plotted versus ozone from (symbols) EIt-2  in situ measurements [Ava//one

et al., 1993b] and from (crosses) MI,S. ‘1’}Ic ulJper panel is for October (dates shown in 1988 and 1991 for ER-2;
1-30 October 1991 for M1,S)  and covers 40-60 N latitudes. ‘1’he  lower panel is for February 1992 (22 l’cbruary  for
1’;lL-2; 15 February tllrou,gh  22 March for MI,S) and covers 20-50° N. “IihC upper crosses are MI,S values at 46 hl’a,
the ~niddle crosses at 68 hPa, and the lower crosses at 100 hPa.  Note the different ranges (of both ozone and CIO)
in the two par]cls.  M1,S values are month]y  zonal means with day-night differences taken. l’hc  horizontal extent
of tllc crosses gives the observed standard deviation of MI,S C](3 xneasurerncnts  divided by the scluare root of
t]lc llulnbcr  which were averaged. only MI,S data having MMAFJ3TAT=G  and QUALITY.CLO=4 have been included.
[Note: this figure will Lc redrawn before publication.]
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Figure 36. Time-series of 30-50° N monthly zonal means of MI.S lower  stratospheric C1O data (crosses) compared
with ER-2 (E) and S1,S (S) measurements. MLS data from the night side of the orbit  have been subtracted to
remove biases. q’he vertical extents of the crosses give the est  imatcd  precision of the M 1,S means, and the
horizontal extents give the time period over which the data were taken.
[1993] were made at 50-65 hPa.

‘1’hc ER-2 measurelnents  [1’ahey et al.,
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l{’igurc 37. Scatterplot of individual MI,S CIO measurements versus near-coincident ER-2 measurements. ‘1’he
RR-2 measurements were made during flights north from Bangor, Maine, as part of the AA SE-11 campaign [Toohey
et al., 1993]. l’he MLS values (Version 3 data) are taken from MI,S vertical profiles at the potential temperature
of the ER-2  measurement.. Numerical values, locations and tilncs  of the tneasurerncnts  arc given in Table 4.
Symbols indicate measurements on 4 January (A), 6 January (D), 8 January (0), and 17 February (0) 1992.
‘J’he vertical extent of each cross is the d,la MI,S nleasurelncxtt  noise, and the horizontal extent indicates the
range of values measured by the ER-2 over the approximate spatial area sampled by MIS. The diagonal straight
line is where points would lie if there were perfect agreement, ‘I’he mean difference of 0.03 ppbv is the average
value of the difference (M LS--ER2)  in all measurements showrl  here.
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l“igurc! 38. Comparison of largest C1O abundances from MI,S Version 3 (line) and RR-2 (s)  measured  in
the Arctic  vortex during January 1992. ‘1’hc  MI,S profile is the average of all measurements made during 9-
11 January between 55- 65° N and O- 60° E (SCC Figure 4 of Wuters ef al. [1993a]). The I?R-2 measurements
[ Ibohcy  et al.,  1993b] are a combination of twc} profiles measured within the vortex on 20 January: one at 68”N,
60° W measured at local times within one-half }lour of noon, and the other at 54” N, 67° W measured between 1:30
aud 2:15 pm local times. There is almost no difference between the. two ER-2 profiles. The MI,S measurements
arc averages of day-night differences, and only data }Iaving  X14 AF-STAT=G  and QUALITY.CLO=4  are included. ‘l’he
M1,S day measurements were at local solar times within one }Lour of noon (solar zenith angles of 77- 860); the
night mcasrrremcnts  were at local solar times between midnight and 2 am. ‘J’hc horizontal extent of each bar gives
the cstirnatcd  4.1 u precision for the MI,S day-night average. Systematic. uncertaintitxs for the MI,S measurements
arc c]iscusscd in the text. IJnccrtainty  in the absolute values of the E}t-2, n~casurerncr~ts  is + 15’XO  (4.20).
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