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Abstract

We describe an asynchronous, strictl y non-blocking crossbar node topology and di stributed routing
algorithm that is particular] y suited to optoelectronic i mplementat ion. “I”he node has: i) as ynchro-
nous, strictly non-blocking performance; ii) constant delay routing of any input to any output; iii)
asimple distributed routing control mechanismbased strict] y on the desired destination (i.c. any per-
mutation of destination addressesin time anti input position willroutc to the desired output port);
iv) wrap-around qucucing capability to handle blocking when two or more packets want to route
to the same output port; and v) an easily scalable architecture. The crossbar node operates in a bit--
synchronous, packet-asynchronous mode (incoming packets need on] y be reclocked for bit align-
ment but not packet alignment). The di stribu ted control and switching hardware for this crossbar
may be built using current electronic and/or opt ical/clectroopt ic technology. We call the fundamen-
tal component of this system a permutat i on engine (1) duc to itsabil it y to sort proper] y an'y permu -

tat ion of (destination addresses at the input ports before reaching the output ports,
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| introduction

Optical interconnection networks offer the potential for bandwidth in the tens to hundreds of giga-
bits/sec over a given data path. The primary limitation of optical systemsis that complex logic and
data buffering is difficult to performin the optical domain. Our goal isto maintain the data inall-op-

ticat form as much as possible with a minimum of electronic/optical conversions.

In this paper wc describe a switching node architecture that is suitable for optical implementation
because routing decisions arc simple, local operations, and buffering is done by fiber loops and fiber
inter-node connections. The permutation engine (PL) described in section 3 is the fundamental

building block for the switching node described in section 4, and consists of several stages of bypass/
exchange switches and associated internal connections. The switching node in section 4 is composed
of acascade of PX modules. The PE modules can route packet asynchronous traffic from input ports
to output ports without internal contention, and have constant latency (dclay) regardless of the path

taken from input/output. Wc begin by defining some relevant terms used in this work,

1.1 Terminology

Wec define a data packet as anindivisible time slot of information consisting of an N-bit binary pack-
et header; the payload or data for this header; and atrailer marking the end of the packet. The header
contains the address of the desired destination port represented as a binary number with the most

significant bit (MSB) first, A typical packet format is shown in¥ig. 1.

A packet asynchronous system dots not require that packet headers (and the packet themsclves) be
synchronized in time. While the architecturesdescribed here arc packet asynchronous, they doie-
quire bit synchronous data, i .C., bits flowing through the network arc clockeds ynchronous! y through

the nodes and P¥. modules.

Output contention occurs when packets within a PY; or node simultaneously require the same output

port. A PE or node is called rearrangably non- blocking if an'y permutat ion of the destination headers

of n smultaneous packets at the input ports arc properly routed to the desired output ports in the

absence of contention. An » input network with onc input/output port connection in usc is defined

asasynchronous, strictly non-blocking if any of the remaining n-1packet hcaders arc proper] y
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routed to the comet output ports in the absence of output contention. In this case, packet asynchro-
nouss inputs will alwaysroute to the proper output ports (asspecified by their headers), regardless
of the input port used and the time at which the packet enters the network. The fundamental switch-
ing clement of the PE IS @ bypass/exchange Switch, having t wo inputs and two outputs. The two states

of the bypass/cxchange switch arc shown in Fig. 2.

The remainder of this paper is organ ized as follows. Scction 2 reviews various network architectures
and their basic properties. Scction 3 discusses the basic permutation engine(PE) module topology
and its fundamental routing procedure, called routing algorithm A. Scction 4 discusses the usc of
cascaded PE modules to make a switching node for a network and an augmented routing procedurc

to handle output port contention, called routing algorithm B. Conclusions arc given in section 5.

2 Network Architectures

There arc severa clements Which arc needed to sealize auseful all-optical data path switching node:

1) single packet routing from any input to any output in a non-blocking fashion; 2) constant routing
latency regardicss of input/output path; 3) integration of a simple, distributed, high—speed routing
mechanism within the switching matrix; 4) the abilityto route asynchronous packet traffic; 5) an
embedded contention resolution scheme within the topology and routing controller to avoid inter-

vent ion by adlow external controller; and 6) implement at i on with current or near—fut ure techn olog .

2.1 Crossbar

The unidirectional crossbar nctwork shown in ¥ig. 3 is a strictly non--blocking network with » input
ports (at the. left) and » output ports (on the bott om). Also shown is an external electronic controller
which routes packets through the network and resolves output contention problems|[ 15]. Such a
scheme has the drawback of requiring a complicated electronic control mechanism [4,12]. This con-
figuration not only constricts switching speed [4] but also the scalability of the crossbar duc to the
complexity of the controller {12], 'This topology also requires the usc of electronic buffers to handle

output port contention and is not wcll suited to routing optical packets,




2,2  Multistage Interconnection Networks

Figure 4 showsaunidirectional shuffte/exchangeor omeganetwork [5]. This network is an example
of amultistage interconnection nerwork (MIN) composed of cascaded stages of bypass/cxchange
switches (circles) with fixed shuffle permutations between them?, This network is called a full-ac-
cess network, because a path alwaysexi sts from any of 2‘input ports to any of 2% output ports by
some setting of the internal bypass/exchange switches. Each stage of a k-stage shuffle exchangenet-
work has 2%1 2x2 switches for atotal of k24! switches with 2¥input lines incident at the first stage.
After k switch stages, 2 packets emerge from the output lines, Unfortunately, many simultaneous
connection states of inputs to outputs (input/output permutations) arc blocking states due to internal
contention at the bypass/cxchange switches [5]. The shuffle/cxchangc omeganctwork can be rear-
rangabl y non-blocking with 3k-1switch stages [16]. Thepresence of packet asynchronouss traffic

further complicates the problem.

23  Sdf-Routing Networks

The omega (or cascaded shuffle/cxchangc) network shown in Fig. 4 can be used to make a selfrout-
ing network [8]. Packets enter the network from the left on various lines numbered O through n-1.
“1 here arc k=logy(n) Stages of the network and they arc numbered from the left as1,...,m,....k. At the
bypass/exchange switches located atstage m of the network, the correct routing of the packet to its
destination port is done by examining the i, most significant bit of the destination header shown
in14g 1[2,8]. If thisbit is O, the packet takes the upper output port at the 2x2 bypass/cxchange
switch®, If the bit is 1, the packet takes the lower output port [8]. Using this procedure, any single
packet entering the net work at any input port will be routed correct] y after k stages of bypass/ex -

change switches to thecorrect output port.

24 Sorting Networks

Multistage networks related to the shuffle/cxchange omega networks can be used for sorting of nu-
merical data and self—outing of packets to output ports [ 1,8]. Previous work on multistage. sorting
networks has discussed global control algorithms[9, 16]. A self—routing Benes network was devel -
oped by Nassimi and Sahn i [10] but requires packet synchronous inputs and can not process all possi-
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ble input permutations in a non-blocking fashion. The self--routing crossbar by Cloonan and Lentine
alows for al possible permutations but also requires synchronous packets for proper operation [3].
Moreover, this crossbar has variable routing latency which is not wc]] suited to an all-optical data

path.

The usc of bitonic sorting networks for packet synchronous interconnections was previous| ypro-
posed by Batcher [1]. A bitonic sequence is defined as the juxtaposition of an ascending scquence
with a descending sequence [1]. By performing a merging operation on the two sequences, a single
ascending or descending sequence canbe obtained [1]. This merging operation canbe performed

by abitonic sorter to rearrange abitonic scquence into monotonic order [1].

These ideas are illustrated by the 8-input Batcher bitonic sorting network shown with a randomly
selected set of inputs as an examplein Fig, 5 [17], The circlesin this figure represent 2-input/2-out-
put compare and cxchange modules. Thesedcvices arc similar to the 2x2 bypass/cxchange switches
shown in Fig. 2 dong with logic to compare two numbers and route thcm to an output port [1,17].
The arrows in¥ig. 5 indicate whether the larger number is routed up or down [17]. Thefirst three
stages of switches perform the sort-by-merging operation resulting in the bitonic scquence
0,2,3,7,6,5,4,1. The last three switch stages arc an 8-number bitonic sorter. The end result is that
the Batcher bitonic sorter rearranges packets in monotonic order of the packet headers [11]. Any
arbitrary scquence can be sorted into a monotonic sequence by using bitonic sorters to mergenum-

bers two at atime, then four at atime and so on until the entire scquence of numbers is merged [1].

A Banyan network can be placed after aBatcher bitonic sorter to take a monotonically ordered set
of inputs and route thcm to their respective output ports in the absence of output contention
[8,17,11]. If aBatcher sorting network is cascaded with a Banyan network with a perfect shuffle
input stage (shown in Fig. 6), the resulting network is arcarrangably non-blocking network for si-
multancous packets |8, 11]. in effect, the Batcher network performs a reordering of inputs while the

Banyan network selects a fixed output port for a given packet address.




3 Permutation Engine (PE) Modules

Here we discuss the permutation engine as a fundamental component of the switching node architec-
ture presented later in section 4. The PE has constant delay in routing any input to any output, and
suitable cascades of PE modules form an asynchronous, strictly non-blocking node with packet
asynchronous traffic. The PE is a self-routing network analogous to the shuffle/exchange omega
network described in section 2.3 and has the topology and routing algorithm described in sections
3.1 and 3.2 respectively. A single permutation engine canbe rearrangably non-blocking, A cascade
of n/2 PE modulesfor » even or (n+ 1)/2 PE modules for n odd forms an asynchronous, strictly non-

blocking node

3.1 Permutation Enginc Topology

At the present time, the easiest technique for implementing optical buffering is to delay the data
through a length of fiber. To realize a variable delay requires the usc of optoelectronic conversions
in the. data path, which limits the network data rate. Thus, we don ot perform dynamic retiming of
data entering the network and require packet asynchron ous operat ion with fixed routing latency re-
gardlcss Of the input/output connection. Thus, the control mechanism for the network must route
traffic in an asynchronous, strictly non-blocking fashion regardiess of the packet timing at its inputs.
For routing without output contention, this condition implics that any permutation of input/output
connections must be achievable and that any unused input/output connections must not bc blocked

by existing packet traffic. Wc address both of these rcquircments with the pi.

3.1.1 Graph Representation

Yor an axn Self routing network, given a set of pairings bet ween al input ports and al output ports,
there is a unique path between each input/output port pair and atotal of n such paths. 1lcrc a path
IS dcfined as the set of links and switches which connect the input port to the desired output port.
Woc usc graph theory t0 establish some details of the permutation engine structure. A graph generdly
consists of nodes (called vertices) interconnected by links (called edges). Wc associate a path inter-
section graph With agiven et of connect i ons bet ween inpu tou t pu t ports of @module containing
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switches. The path intersection graph defines the intersection of each input/output path in the module

with respect to the other n-1 such paths,

The path intersection graph is constructed by: 1) associating a vertex with each path to an output port
in the network; and 2) associating anedge linking these vertices if their corresponding paths for a
given connection pattern intersect 7 Equivaently, wc say that the two paths intersect if they sharc
a bypass/exchange switch, regardless of the setting of the switch, If there is more than onc intersec-
tion between two input/output paths, additional edges linking the corresponding vertices arc added.
The degree of avertex (which is the number of edges connected to it), represents the number of other

input/output paths which intersect the path corresponding to this vertex 7

As an example of this concept, the graph for the 3x3 crossbar inFig. 3 is shown in Fig. 7 with an
arbitrarily y chosen connection pattern. The resulting path intersection graph for this topology and
connection pattern is shown in Fig. 8a. The packet incident on input port O is dest inced for output port
1. The internal links in Fig. 7 with label 1show how this packet routes from input port O to output
port 1and define the vertex with label 1in the path intersection graph of Fig. 8a. The routing paths

associated With output ports O and 2 arc defined likewise.

An nxn self routing module is defined as fully in terconnected if an'y input/output path intersects the
remaining n-1 input/output paths, This condition translates into requiring that all vertices of the path

intersection graph have degrec at least n-] and that those »-1 edges connect to the remaining »-1

vertices. From this definition, wc scc that the path intersection graph in Fig. 8ais not fully connected.

For a self routing 4x4 network, the minimum required pathintersection graph is called a K, graph,
which is shown in Fig. 8b. * J hisis afully connccted graph having four vertices. Since each vertex
corresponds to one input/output path, and each edge corresponds to one path intersection, these
graphs correspond to a network topology with a connection pattern such that each path intersects
every other path once and only once. Hence any pair of inputs can cxchange outputs without affect-
ing the remaining traffic in the network, This constructrealizes afully interconnected network with
the minimum amount of interconnections as thereison] y onc edge connecting a pair of vertices. Our
goal iSto define a switching module with asclf routing algorithm to realize a K, path intersection

graph for ninputs and n outputs.
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3.1,2 Topology and Link Labelling Scheme

The permutation engine is based on a mesh topology described by Shamir and Caulfield [ 13] which
achieves n-input to n—output rearrangably non-blocking permutations. We will refer to this type of
network as a SC network. This arrangement uscs »(»n~1)/2 compare and exchange modules arranged
asn stages [13,14,6], For application in a packet network, these compare and e¢xchange modules arc
the same as those in the Batcher sorting network of Fig. 5, with additional logic to compare two
headers and set the switch state so that the data and trailer in Fig, 3 follow the header to the correct
output port.

The permutation engine uscs a modificd version of the SC topology along with a distributed routing
agorithm. Figure 9 shows an cxample of the basic n-input, n-output PE for n=4. in order to achicve
constant routing latency, wc augment the SC topology with clements (shown as square boxes in Fig.
9) whose delay is equal to the switching time of a 2x2 bypass/exchange switch. For any possible
input/output path, the mesh switching latency is just n7, where » is the number of 1/0 ports and T
is the switching time of onc 2x2 bypass/cxchange Switch, Notice that the input ports arc numbered
from top to bottom in increasing order, while the output (destination) ports arc numbered in reverse
order. The [abelsalong the top of the mesh denote colu mns of 1 inks interconnecting b ypass/exchange
switches. For any n, the number of 2x2 bypass/cxchange Switchesis n(z-1)/2 and the number of unit

delay clements isa.

InFig. 9, wc define the my, column of links as the set of links connected to the inputs of the my, stage
of 2x2 switches. The i row of links isthe set of n+1links defincd by sclecting the iy, link from the
top in each column of Jinks, Wc define the row and column pointers used to index alink in the mesh
topology of Fig. 9 by r and ¢ respectivel y. The left hand colu mn of links (withlabel 0 in Yig. 9) corre-
sponds to the c=0 column, and the right hand column of links (with label 4) to the ¢=4 column. The
top and bottom links in each column have row pointers r=0 and r=n-1respectively, where » is the

nu mbcr of input ports.

Fach internal link in Jig, 9 carries asingle label 4, . defined by a set of equations as follows. When

thelabels (r,c) arc (cven,odd) numbers or (odd,cven” numbers respectively, we obtain

1)



de =1+c for r4+c=n-1 (1)

Ope =2n—r—c—1 for r+c>n-—1 )

where n is the number of input ports. When the labels (r,c) are (even ,even) or (odd,odd) numbers

respectively, we obtain

v
)

(3)

dre = c—r—1 for r<ec. (4)

e =77 C for 7

These d, . 1abels correspond to optimal paths to a given destination port and are used in the packet

routing agorithm.

Before presenting a routing agorithm, it is useful to examinea particular special casercpresented
in Fig. 9. Here an input packet at port is destined for output port j, wherei=j and both i and j take
on values from O to n-l. This is the identity permutation of inputs to outputs. in this particular case,
the 2x2 switchesarc al set to the exchange state, the PE has afully connected K, path intersection
graph, and the 4, labels defined in Eqs. (1 )—«4) correspond to the paths followed by input packets
to a destination d. The optimal parhs arc the set of paths and labels di.c for this particular case.

A routing path through switches in the exchange state ispreferred over a path through switchesin
the bypass state. With al switches in the exchange state asin Fig. 9, if input 1 goes to output 1, input
0 can route to outputs 0,2 or 3. Switch bypass states can result in the omission of onc or more edges
of the K4 path intersection graph of the identit y permutation shown in Fig. 9. Thisresult is most casi-
ly seen by setting all the 2x2 switchesin Fig. 9 to the bypass state. For this case, the maximum num-
ber of cdges connected to a vertex in the path intersection graph is two (as compared to three edges
for the identity permutation shown inFig. 9). Consequently, the resulting path intersection graph
is not K,, and the interconnection pattern is not fully connected.

The basic feature of the permutation engineis this link tabeling scheme that is used in the routing

procedure. This is confirmed by examining the path intersection graph for this topology with the

given link labelling scheme defining the connection pattern. For the 4x4 permutation engine in Yig.
1




9, with the switches set for the identity permutation the resulting path intersection graph is the fully

connccted K4, shown in Fig. 8b.

3.2  Routing Procedurc

The next sections provide the basic 2x2 switch control method used in the routing procedure. Our
goal in routing is a simple, distributed control mechanism using on] y local traffic destination infor-
mation and avoiding header modification. This approach allows for local, high speed arbitration at
the 2x2 dynamic switching elements arranged in a multistage switching matrix. The routing latency
penalty for using many switch stagesis alleviated by the speed achicved from the simple 2x2 switch

control philosophy.

3.2.1 Basic Routing Rule

It is useful to compare the PE routing procedure with that of the Shamir and Caulficld (SC) network
[7]. Onc stage of the SC network sorts packets on » input ports by comparing output port addresses
of apair of adjacent packets, with n/2 or n/2--1 such comparisons pcr stage, and routing the packets
with the larger destination address up [13]. Thus » packets sent through an n stage SC network will
resultin ordering the largest destination output at the top of the network and the smallest destination
output at the bottom. Here the larger output port addressis always routed up at a 2x2 switch, but this
net work requires packets at all the input ports simul t ancousl y t 0 properl y route packets to an output
destination.

To address this shortcoming, the internal link 1abels of the PE in Fig. 9 are used to define the up/down
decision at each 2x2 switch stage. At any given 2x2 switch in the PE, a packet has onc or morc avail-
able paths to an output port 4. A packet is said to route in a non-blocking fashion if it avoids blocking
another input/output connection. This mode of operation requires using 2x2 switch exchange states
to route packets for the reasons discussed in section 3.1.2. The routing principles discussed next arc
graphicaly summarized by the optimal paths and the constraints on switch bypass states shownin

the boxed regions of Iig. 9.

Becausce packets generall y do not enter the P ¢ at optimal path inputs, wc define. the. basic routing
rule asfollows. A packet entering at input port i routes along the sct of links with label i (using switch

12



exchange states) as shown by the identity permutation in¥ig. 9. A 2x2 switch bypass state is used
only when the optimal path for destination d is reached or when the boxed rulesin Fig. 9 alow a
bypass state, Once a packet reaches its optimal path, it routes along this path (using switch cxchange
states) to the designated output port d. This routing procedure minimizes the number of 2x2 switch
bypass states to route a packet from any input port i to the desired output portd to minimize the block-
ing of subsequent packets, Additional y, for simultaneous packets, a switch bypass state is used for
intermediate link contention resolution - i.c. when two packets require the same output of a 2x2

switch at the same time.

3.2.2 Routing Algorithm A

Routing algorithm A uscs the optimal paths defined in section 3.1.2 to make routing decisions. The
algorithm also defines a set of diagonal planes called bounding optimal paths labeled by arrows in
Fig. 9. Bach diagond plane is labeled with arule which constrains the routing of a packet onto a given
plane using a switch bypass state. This rule corresponds to an upper/lower bound on the destination
port number 4 for packets routing to the plane using a switch bypass state, These rules arc defined
by the fol lowing set of equations. For diagonal planes which ascend from the lower eft to the upper
right of the PE topology in Fig. 9, the upper bound on the destination tag of a packet, d, for packets

routing to onc of these planes using a switch bypass state is given by

d <r+4c+1 for r+c<n-—1 (5)

d <2n-r—-—c—3 for r+c=n-1 (6)

where » is the number of input ports and d is the destination label of a packet, The row and column
pointers, (r.c) denote the current location of the packet header within the PE topology and corre-
spond to the link incident on the top input of a 2x2 switch whose top output lies on a diagonal planc
defined by Fqgs. (5) and (6), For diagona planes which descend from the upper €ft to the lower right
of the 1’ 1 : topology, the lower bound on d for packets routing to onc of these planes using a switch

bypass state is given by
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d>r—c~—1 for r>c¢ (7

d >c—r+1 for r=¢ (8)

where (r,c) denote the current location of the packet header within the PE topology and correspond
to the link incident on the bottom input of a 2x2 switch whose bottom output lies on a diagonal plane
defined by Eqs. (7) and (8),

in applying these rules, a bypass switch state may be necded. Packets with destination address
greater than the rule for a bounding optimal path (defined by Eqs. (7) and (8)) can aways route to
their desired output from the region above that bounding optimal path in the absence of contention,
Wec call thisregion the favorable routing region. ‘1" hisis similar] y truc for packets with address dless
than the rule for abounding optimal path (in Eqs. (5) and(6)) in the region below this path. If a packet
is forced outside of its favorable routing region, it may not be able to reach the desired output port
within a single PE. Thus the routing algorithm allows a switch bypass state if this is the only way
to keep a packet in its favorable routing region. It is because of this restriction on switch bypass states

that intcrmediate link contention results in a 2x2 switch bypass state,

Our fundamental routing procedurc isapplicd at every bypass/exchange switch and is called algo-
rithm A. It is given below and shown as aflow chart in Fig. 10. Wc divide the procedure into two
parts. Part 1applies to packets enteringthe top in put of any bypass/exchange switch in the network.
Part 2 applies to packets entering the bottom input of an y bypass/exchange switch. Wc label the cur-
rent link occupied by a packet with its (row, column) position indices (r,c). The index i points to the
i, link from the top in the (¢+1),, column of links, with 4.4, being the value of the, link label as

shown in Fig. 9.

1 ‘ach part of the fundamental routing procedure is further broken down into t wo basic rules. For part

1, theserules arc described as follows. inrule A 1, we first check to scc if either 2x2 switch output

Iscurrent] y in usc. If yes, then route to the unuscd output. If not, then increment r and ¢ by one, and

check to sccif any of the links in column ¢+ 1and row i, fori=r+1 to »-1 match the header d of the

packet. 1f they do, wc usc the exchange state. If rulc A 1 fails to request a 2x2 switch exchange state,

we apply rule A2 to determine if a bypass state is not allowed. For part 1, rule A2 IS embodicd in
14




Egs. (5) and (6). For packetsin the upper left half of the network, wc check if Eq. (5) is satisfied,
For packets in the lower right half of the network, we check if Eq. (6) is satisfied, If the appropriate
equation is satisfied, wc use the exchange state. If not, wc u sc the bypass state, These rules are aso

applicable to part 2 of the procedure as shown diagrammaticaly in Fig. 10,

We present several examples to illustrate the basic routing rule, As afirst example, assume that a
packet destined for output port 2 is incident on the top input of the switch labelled “a” in Fig. 9, Thus,
the packet header islocated at the link with row/column pointers (1,1) respectivel y. Since the packet
is above its optimal path, part 1, rule Al in Fig. 10 requires a switch exchange state be used to route
the packet to the bottom output of switch ain the absence of contention. When the packet intersects
the optimal path at the next 2x2 switch, it uses a switch bypass state to follow this optimal path to
output poll 2.

Asasccond example, a packet destined for output port 2 is now incident on the bottom input of
switch ain Fig, 9. Here the packet header islocated at the link with row/column pointers (2,1) rc-
spectively. The optimal path for output port 2 is below this packet and part 2, milc Al in Fig. 10 dots
not require a switch exchange state. Part 2, rule A2, however, uscs the bounding optimal path rule
defined by Eq. (8), which specifics that if @>0, then a switch exchange state must be used, Because
the bounding optimal path defines the output 0 boundary, a switch exchange state routes the packet
into its favorable routing region becau Sc output port 2 is above output port O. Using a switch bypass
state would block a subsequent packet trying to route from input ports O or 1to output port O. Hence,
any packet destined for output ports above port O arc not allowed to move onto this optimal path

using a switch bypass state.

Part 1, rule A2 is applied as shown in of Fig. 10 for switch bypass states from the top input of a switch.
If agiven packet wants a switch bypass state but is destined for a port below the port defined by the
bounding optimal path, then that packet must route to the bottom switch output. By substituting a
switch exchange state for a bypass state at these boundarics, a packet moves into its favorable routing

region and avoids potentially blocking a later packet whose optimal path is outside of this region.
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A third example illustrates contention resolution at a 2x2 switch. Such a situation could occur, for
example, if the top input of switch a,in Fig. 9, is destined for output port 2 and the bottom input
to the switch is destined for output port O. Both packets want to use the bottom output port of switch
aand the bottom input packet is allowed to use a switch bypass state since it is destined for output
port O. In this case, an exchange state would prevent the packet destined for output port Ofrom reach-
ing this output port, but a bypass state dots not prevent the top packet from reaching port 2. The
packet for port 2 would be in a similar position at the next switch, but now it requires a switch bypass
state, which has priority. It isthis combination of the PE topology, the link labeling scheme and the

fundamental routing algorithm A which defines of the permutation engine,

3.23 Space-Time Progression Diagrams

in order to investigate the routing of packets as they procced through the network, we define a rout-
ing table called an nxn space-t imc progression diagram (S TPD), where » is the number of 1/0 ports.
Figures 11 and 12 show cxamples of 4x4 and 5x5 STPDs for sequential packet routing. The left—
hand column of numbers in the STPD arc the input port numbers of the permutation engine and the
right-hand column of numbers correspond to the output port numbers (listed in reverse order to
match the topology of the network). The numbers at the top of the STPDs in Fig. 11 designate the
link column labels for the four input topology in Fig. 9. An STPD shows the time evolution of packet
traffic, where the numbers shown within the STPD correspond to the destination address, 4, for each

packet.

in¥igs.11a and 12g, a single packet is allowed to route completely (from left to right) before a scc-
ond packet isinjected into the permutation engine. As each packet is routed, the switchesaffected
by itsrouting path arc held locked for the duration. This Situation is typical of long packets arriving
at staggered times and demonstrates the permutation engine’s non-blocking potential for individual

packet routing.

Closer examination of Figs. 11 and 12, however, illustrates what happens when packets do not cnter
at the optimal inputs for the desired outputs. in ¥ig. 12c¢, the packets destined for outputs 1 and 3
do not pass through a common 2x2 switch. Hence, if afterrouting @l the packetsin Fig. 12¢, packets
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1 and 3 were removed from the STPD, a new packet beginning at input port O could not reach output

port 1 due to the current switch settings.

3.2.4 Cascading Additional PEs for Asynchronous, Strictly Non--blocking Routing

Fig, 13 presents an example which shows that rearrangably non—blocking routing (in the absence
of output port contention) with one PE is not always possible with routing algorithm A in section
3,2.2, Rearrangably non-blocking routing with one PE is always possible if routing algorithm A is
modified to perform ascarch for two optimal paths. However, our main goal is to provide asynchro-
nous, strictly non-blocking routing, and wc achieve this by cascading additional PE modules to pro-
vide additional stages of switches and possible routing paths. Routing algorithm A in section 3.2.2

is useful in determining the routing in these cascaded networks.

To achieve asynchronous, strictly non-blocking operation, wc require additional PIis in cascade,. A
total of n/2 cascaded PE modules arc needed for » even or (n+ 1 )/2 cascaded PE modules are needed
for n-odd to achieve asynchronous, strictly non-blocking operation as wc now demonstrate. In form -
ing the cascade, WC USC reflected PEs altern ativel Yy with ordinary PEs. A reflected P IS defined by
the top-t-bottom reflection of the original PE such that the input ports arc now numbered in de-
scending order from top to bottom and the outputsnu mbered in ascending order. An example of a
5-input permutation engine. cascaded with its reflected version is shown in Fig. 14. In ¥ig. 14, we
define the first permutation engine as the sorting PE and the second as the interconnection PE. The
sort ing PE tries to order Simultaneous packets in descending order of their headers at its output ports
while the interconnection PE provides the interconnection between the paths of these packets. The
routing algorithm for the reflected PE is similar to the original except that the larger destination ad-

dresses route down instead of up.

‘I"he problem with the routing examplein Fig. 12¢ is that the path intersection graph in this particular

caseisnot afully connccted Ks graph. ‘I” he cascade of PEs with reflected PEs as shown in Fig. 14

trics to achieve a K5 path intersection graph for al possible connection patterns. The most difficult

routing problem for a single PE occurs when a packet destined for the iy, output port enters at the

(n+ 1-1),}, input port - i.c. it begins and ends the route at the same row position. This input/output
17




condition imposes the tightest constraint on the number of other input/output paths a particular route

will traverse.

In the first (sorting) PE in Fig, 14, a packet that enters at port 4 destined for output port O is shown
by the dashed arrows, The routing path shown in the sorting PE is the one selected by routing ago-
rithm A and illustratcs the maximum number of other input/output paths intersected by this route
in the first PE. As shown in Fig. 12c, paths 1 and 3 do not cross a common 2x2 switch inasingle
PE. The paths for these packets do cross a common switch in the Fig. 14 configuration due to the
ordering of packets by the first PE and subsequent reverse ordering of packets by the second PE.

In cssence, the first PE performs sorting while the second PE performs interconnections.

In Fig. 15, wc further illustrate the requirements for cascade. Plis by examining a 6--input permuta-
tion engine used to route six simultaneous input packets to output ports with identical addresses as
shown in Fig. 15a. Here each path intersects all other paths, We label this case as connection pattern
L

Connection pattern Il represents a difficult routing situation in that incoming packets arc destined
for output portsin the same row. To transform | into Il in g, 15, wc reorder the packets at the inputs
to the PE using a packet swap operation illustrated by the following example. Beginning with con-
nection pattern 1, wc remove from the PE two packets destined for output ports O and 5, These packets
arc again input into the PE but with packet O incident on input 5 and packet 5 incident on input O.
These two packetsroute through the PE and result in a switch bypass state where these two paths
intersect, By performing a second packet swap between packets 1 and 4, followed by athird swap
with packets 2 and 3, wc obtain connection pattern 11 shown in ¥ig. 15b. We call thisSTPD the worst
case connection pattern becau SC it mini mizes the nu mbcer of other in put/output paths crossed by any

given packet for the PE routing procedure in section 3.2.

The four parameters to consider for asynchronous, strictly non-blocking routing arc the network
topology, the routing algorithm, packet timing and packet position at the inputs to the network. Rout-
ing algorithm A, described in section 3,2.2, will always produce connection pattern |1 regardless of
the relative time at which packets enter’ the Y. The importance of this observation iS that muting
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within the PE does not depend on relative packet timing to realize this connection pattern, By focus-

ing on connection pattern |l as a starting point, wc remove any consideration of packet timing for

this particular ordering of the packet headers at the inputs to the PE.

The swapping of packetsis the most difficult routing case to handle because the network is fully
utilized except for the paths to be swapped, For an n-input network, we do not affect the remaining
n-2 packet paths when two packets arc swapped. By starting with connection pattem |1 and gencrat-
ing a ncw interconnection pattern (using packet swaps), wc also remove the specifics of the routing
agorithm from the analysis. Hence, this methodology shifts the analysis of asynchronous, strictly
non-blocking operation to the network topology and packet position at the inputs to the network,

As can be seen in connection pattern 11 Fig.15b, each packet will cross only three of the remaining
five packet routes. To continue with thisillustration, wc select the three pairs of packets to bc
swapped based on the criteria that the packet pairs do notcross through a common 2x2 switch in Fig.
15b. Onc of two possible pairings is packets O and 3,1and 5,2 and 4. Swapping each pair (two at
atime) at the inputs of Fig. 15b, wc reatize the STPD shown in Fig. 16a, and label this STPD as
connect ion pat tern 11 1. To obtain proper routing for this connection pattern, wc must cascade a re-
flected permutation engine. The connection pattern for this additional PI: is shown in Fig. 16b and

labelled connection pattern 1V,

Since there arc two input/output paths not crossed by a given packet in connection pattern Il, wc can
swap three different pairs of packets, where again each pair dots not share a common 2x2 switch
in connection pattern Ill, The remaining packet pairings pairings arc O and 5, 1and 4, and 2 and 3.
Asynchronous, strictly non-blocking operation requires three PE modules, and the resulting STPDs
for this case arc shown in Fig. 17. As can be seen in Fig. 17, all input/output paths cross al other
input/output paths. These pairings result in the greatest number of packet swaps which do not sham
acommon 2x2 switch in the first PE module and pose the greatest possibility of blocking.

For the worst case connection pattern with n even, using »/2 packet Swaps as discussed above results
in misrouting all packets at the outputs of the first PE, as seen in connection pattern |11 of Fig. 16
for n=6. The sccond PY: provides the crossover function for each pair of packets, with subsequent
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PEs routing packets along their optimal paths. If wc now select the next set of packet swaps (which
again do not share a common 2x2 switch in the first PE), the third PE will guarantee the crossover
of paths since this PE previous! y routed packets along their optimal paths. B y continuing this proce-
dure, the number of additional PEs required for asynchronous, strictly non-blocking operation in
general is just the number of input/output paths not crossed by a packet in the first PE with connec-
tion patternll. For n even the number of additional PE modulesis n/2-1 for atotal of n/2 modules.
For n odd the additional number of PE modulesis (n-] )/2 for atotal of (n+1)/2 modules, Thus for
the case of »=6 with connection pattern Il, atotal of three PEs arc nccded for asynchronous, strictly

non-blocking operation.

4 Output Port Contention

| 1lere we address the routing capability with partial simultaneous packets ant] output port contention.
As noted earlier, it isdifficult to implementdclay, storage, buffering and retimingof data directly
in the optical domain to resolve these problems. Wc now describe Routing Algorithm B used with

cascaded PE modules and optical fiber delay |oops toaddress these issues,

41  Routing Algorithm B

At the present time, fiber delay lines arc a convenient form of optical storage. By adding redundant
1/0 ports to a cascade of permutation engines, wc buffer misrouted packets by using recirculating
fiber delay links. An example of thisideais shownin Fig. 18 for a 3-input, 3—output switching node
using a cascade of four 7—input PEs and four recirculating links. This dcvice accepts asynchronous
optical packets from three sources and routes these packets to three destinations using the permuta-

tion engine topology and an augmented version of the routing algorithm A called routing algorithm

B.

Four PE stages arc nccdcd for asynchronous, strictly non-blocking operation with a 7-input net-
work. The usc of four redundant 1/0 ports between the host ports shown in Fig. 18, alows for routing
of two simultaneous packets routing to host ports 1and 3 and three packets routing to host port 2.
Onc possible application of this switching nodeisshownin ¥ig. 18, In thisfigure, ahost is any device
that can send packets into the switchingnode and receive packets coming from the node.
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For the 7-input PE configuration in Fig, 18, packets from externa devices enter the node at PE input
ports 0,3 or 6, and route through the cascaded PEs to the PE output ports O, 3 or 6, Hence avalid
header for incoming packetsin the Fig. 18 scheme containsa 0,3 or 6 on] y. The remaining PE output

ports 1,2,4 and 5 receive packets only because ports O, 3 or 6 are in usc.

To accommodate the redundant output ports, we modify routing algorithm A in section 3.2.2 to se-
lect a 2x2 switch exchange state based on the range of outputs defined by the desired output and the
redundant outputs, We define ¢ and d; define the largest and smallest valued redundant output ports
respectivel y for the desired output port d. We also definex as

U =[2x2 switch top output link label — di 9
and v as

v =12x2 switch bottom output 1 ink label -- d . (lo)

They denote the absolute value of the difference between the desired output port & and the upper/
lower 2x2 switch output link Iabels denoted by d,...

Routing Algorithm B, shown in Fig. 19, is again composed of t wo parts, where Part 1applies to pack-
cts entering the top input of any bypass/cxchange switch and Part 2 to packets entering the bottom
input of any bypass/exchange switch. Each part is also composed of two basic routing rules called
B1and B2, which arc similar in function to rules Al and A2 in section 3.2.2. In mic B], wc first
check to scc if either 2x2 switch output iscurrently in usc. If yes, then route to the unused outpui,
If not, then incrcmcent » and ¢ by one, and check to sccif any of the link labelsin columne+1and
row i, for i=r+1to n-1 meet the condition d;<<d; .4+; <d. If they do and d, .41 >d Of d,.4 1 < d;, then
usc the exchange state, In this case, onc of the link labels (starting with thelabel d,41 41) iSin the

desired range of output ports while the link label at the top switch output, d. .41, IS nOt,

If thelink label at the top switch output is in the desired range of output ports, then wc. also check

if w>voru=vandn-] -4 >rto usc aswitch cxchange state. For these two cases, a packet can usc

either switch output to reach an output port within the. desired range of output ports. in making the

final decision, wc compare » and v to determinc if the. bottom switch output (as defined by its
2




associated link label) is closer to the desired output port ¢ than the top switch output. If o (x> V),
we use an exchange state. If u=v, the two switch outputs (as defined by their associated link |abels)
arc equidistant from the desired output port, To resolve this case, wc check to see if the row index
of the desired output port, n-I-d, is greater than the row index of the packet, r. If thisis the case,

use an exchange state.

If an exchange State is not desired, wc apply rujc B2 to determine if aswitch bypass state is allowed,
For Part 1, rule 132 is embodied in the equations,

d <r+c+1 for r+c<n-—1 (11)

d <2n—r—-—c-3 for r+c=n-1. (12)

For Part 2 rule B2 is given by,

da >r—c¢c—1 for r > ¢ (13)

di > c¢c—r+1 for r=<c. (14)

By comparing Egs. (5) and (6)toF3s.(11 ) and (1 2), wc scc that the largest valued redundant output
port, d;, is used to check bypass states from the top input of a switch to the top output. Similarly,
comparing Egs. (7) and (8) to Egs. (13) and (14), the smallest valued redundant output port, 4, is
used to check bypass states from the bottom input of a switch to the bottom output, in csscnec, wc
have relaxed the constraints on switch bypass states duc to the freedom in selecting from a range of

output ports.

The redundant output ports for the switching node in Fig. 18 are 1, 2, 4 and S. The range of output
ports for each host output arc given by: host 1 out, di=1, d;=0; host 2 out, d=4, d;=2; and host 3 out,
d=6, d;=5. We can select different values for 4 and 4 for each host output depending on the amount
of traffic destined for each host. Additionally, the number of 1/0 ports per PE module can bc in-
creased to provide more redundant 1/0 ports. The number of redundant ports and the size of the fiber
delays used to recirculate the dataarc parameters best defined by traffic statistics.

We present a simple routing example in ¥ig. 20 to ilustrate switching node operation with output
port contention. in this example, two coincident packets arc destined for PE output port 0. The num-
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bers within the boxes indicate the priority of the packets in reaching PE output port 0. The priority
expresses the order in which the packets should be routed to port O. In Fig. 20, the packet with boxed
label one has the highest priority. Due to the priority of the 2x2 switch bypass state over the exchange
state in combination with the routing rules used, the vertical ordering of packets destined for output
port O is maintained, Since output port O is the top most output of the last PE (Fig, 20d), the top most
packet (denoted by the boxed one) will have priority over the other packet.

By maintaining the vertical ordering of packets destined for output port O, afirst-in—first-out (FIFQ)
operation of the recirculate ports is achicved. This mode of operation is also applicable to packets
destined for output port 6, Vertical reordering of multiple packets destined for intermediate output
ports (such as port 3 in Fig. 20), however, can occur duc to the constraints on switch bypass states,
More importantly, when multiple packets desire the same output port, onc of these packets will ac-
quire that port and the remaining packets will mi.grate to the redundant outputs directly adjacent to

the desired output port, where they arc recirculated.

in the routing example of Fig. 20, by looping the recirculate port at PE output 1in arow paralicl
fashion to PE input 1 (as shown in Fig. 18), a queue (organized as a FIFO delay line) is realized al-
lowing for two simultaneous packets to route to the host 1 output. After the first pass through the

network, the packet with the boxed label two will recirculate to PE input port 1.

The configuration in Fig. 18 acts like a3x3 crossbar with a onc stage queue for output portsi and
3, and atwo stage queue for output port 2, where a stage of the queue iSonc recirculating link, By
increasing/decreasing the amount of loopback (fiber) delay in the recirculate ports, the overal size
of each queue stage can be adju sted to Sui t system parameters. Making the loops progressive.1 y longer
for recirculate ports farther from a host output port results in additional queue Iength (and delay)

proportional to the traffic congestion for that output port,

It isalso possibleto provide a globa control mechanismby monitoring traffic in the recirculating
links. We can achicve flow control for the network by not sending packets into the network (destined
for agiven host output) when the recirculating link(s) for this host contain packets. ‘I" his monitoring
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function is simple to implement and provides a meansfor achieving arequest/acknowledge hand-

shake well suited to an all-optical data path scheme.

5 Conclusions

It is desirable to keep information passed bctween communication switching nodes in optical form
as much as possible. Ideally, all information passed bctween switching nodes (both control headers
and data) is composed of optical packets without any electronic connections for control of the
switching nodes, The requirement within the node is to keep the packet (header and data) in optical
form, This requirement allows for very high link bandwidths and a variety of data formats without
modifications to the hardware in the data path but imposes the constraint that a buffer is typically
asimple fiber loop used to delay the packet, It is desirable to avoid the usc of variable optical delay

lines duc to the complexity and expense of these devices.

Given the above requirements, the switching nodes must route the optical packets without any tim-
ing constraints on when the packets enter the node. To meet this need, we have described a topology
and routing algorithm which alow for an asynchronous, strictly non-blocking crossbar node with
asynchronouss packet traffic. The fundamental component of this node is a PE module, which con-
sists Of several stages of b ypass/cxchange switches and associated internal connections arranged in
amesh topology. A node is composed of a cascade of PE modulest o route packets from input ports
to output ports with constant routing delay regardless of the input/output path taken. In the PX: meth-
odology, there arc no complicated processing clcments, no flow control, no request/acknowledge
mcch anism, and no header modification. Optical packets arc routed on the fly to avoid packets yn -
chronization issues and electronic buffering in the data path. In future work, wc will address the opti-

cal/optoel ectronic implementation of aPl medule and details of control and switching hardware.
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8 List of Figures

Figure1. Packet format.

Figure 2. 2x2 switch state definitions. The arrows in the circles indicate the flow of data for each

switch state.

Figure 3. 3x3 unidirectiona crossbar. The left-hand column of numbers corresponds to the input

port numbers and the row of numbers at the bottom arc the output port numbers.

Figure 4.3 stage onlcga/shuffle exchange network. The circlesarc bypass/exchange switches. Data
flows from input ports at the left to output ports at the right,

Figure 5. 8-input Batcher sorting network! 5

Figure 6. 8-input Banyan network with perfect shuffle input! 5 This network is isomorphic to the

shuffle exchange network.

Figure 7. 3x3 crossbar graph and connection pattern. The numbers outside the dashed box arc the
input/output port numbers. The numbers in side the dashed box indicate the routing from the i, input

to the Jji output.

Figure 8. 3x3 crossbar path intersection graph and fully interconnected path intersection graph for
a4x4 network. The vertices (shown as b] ack dots) represent the three output ports. The two edges
indicate that the packet destined for output 2 crosses the paths of the packets destined for output ports

0 and 1. The packets routing to outputs O and1 do not pass through a common 2x2 switch.

Figure 9. 4-nput permutation engine. The circles denote 2x2 switches and the rectangles arc unit
delay clements. The packet header specifics the desired output port and is denoted by “4”. Each num-

ber at the top of the mesh labels one column of links connecting two stages of 2x2 switches,
Figure 10. Routing Algorithm A flow chart.

Figure 11. 4x4 S'1'1' 1>s for sequential packets, STPD (&) shows the routing path for a packet incident
on input port 1 and destined for output port O with no other packets in the network. STPDs (b)
through (d) show thetime evolution 01 subsequent packets entering the network and destined for
uNusedoutput ports.
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Figure 12. 5x5 STPDs for sequential packets. These diagrams are similar to those in Fig, 11 but for
a5-nput network. Thelinesin STPD (c) highlight the intersection (or lack thereof) between the

various input/output paths.

Figure 13. 5x5 STPD with rearrangably non-blocking routing.
Figure 14, Asynchronous, strictly non-blocking configuration.
Figure 15. 6x6 STPDs for best/worst case routing.

Figure 16. 6x6 STPDS for PE pair.

Figure 17. 6x6 STPDS for three PE modules.

Figure 18. 3x3 switching node connected to three host devices. This network has three 1/0 connec-
tions to external devices. The reference to a 7-input PE reflects the size of the PE topology. The four

addit ional connections provide recirculating storage suited to optical data,
Figure 19. Routing Algorithm B flow chart.

Figure 20. Routing with partial simultaneous packets and output port contention.
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