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‘llm .Ml]ltimissio!~  Grouncl  l)ata SystcIn
[M G 1).S ) at NASA’s Jet Propulsion
1 ,aboratory  has brought imprc)vcmcnts  and
ncw tcchnolop,  ics to mission opcratio]]s.  It
was (lcsigncd as a generic data systcm 10
Jncct the nccxts of multip]c  missions and
avoid rc-invcntillg capabilities for each ncw
mission and thus rectum costs. It is basc(i on
ad:iptablc tools that can bc c.ustornix,cd  to
sup]mrt (Ii ffcrcnt  missions and operations
scenarios. ‘1’hc MG1)S i s  b a s a l  on a
(listributcd  clic;ll/server architecture, with
powcrfu] lJnix workstations, incorpc)rfiting
Stan(lar(ls  and open Systclll  arcl)itc.ctlllcs. ”1’llc
(list ributd architecture allows remote
operations and user science data cxchangc,
while also Jlrovj(iing  capabili t ies for
ccntrali~mi  ground  systcm  monito]  an(i
control. “1’he. MGI)S h a s  provc(i  i t s
capabi]itics  in supporting multip]c larfpclass
]nissjons  silll[llt;l~]collsly,  incluciing t h e
Voy:Igcr, Galileo, Magcllan,  lJlysscs,  an(i
Mars Observer missions.

‘l”he Opcr:itions lin~inccring  1 .ab (OIil,)  at
J]’], }Ias bcc,n lca(iing  (3]stomcr  A(iaptation
‘J’r:iining  (C; A”l’) teams for a(iapting an(i
customix,ing MGI)S for t h e  v:irious
operations anti engineering teams. ‘1’hcsc
(?Arl’  teams have typically ccmsistcxi  of only a
fcw e n g i n e e r s  W}1O arc  familjar with
opcraticms anti with tl]c MGIX3  software and
architecture. Our c,xpcricnce  has provi(ic(i  a
unique opportunity to work ciircct]y  wjth the
spacecraft anti instrument opc.ratjons  teams
anti understand their requirements and how

t]m MG1)S  C[ill bc. a(iaptcxi  [tll(i  customized to
minimi~,e their operations costs. As part of
this work, wc lmvc (icvclope,ci  workstation
configurations, automation tools,  an(i
intc~r:itcxi  uscrintcrfaccs  at minima] cost tlmt
have significan(]y  jmprove(i pm(iuctivity.  We
have also provcxi  that these customi7.c(i (iat:t
systems arc most succcssfu]  if they arc
focllsc(i on the people an(i the tasks they
perform an(i if they arc basc~i upon user
con fi{icnccin the (icvclopmcnl  team resulting
from (iaily interactions.

‘1’hjs paper will (icscribc lessons lcamcci jn
a(iapting  JPI,’s h4GI)S to fly the VoyaEcr,
Galileo, an(l Mars Observer missions. Wc
will exp]airl  how powerful, existing groun(i
(i:it:i systcl]ls  c:tr]t~c:i(i:l]  ~tc(i amipackagc(iin
a cost effective way for operations of small
an(i large planc[ary missions. We will also
cicscrjbe  how the MGIJS was adaptcci to
sup])ort opcr:itions within  the Galileo
S pacccraft  “I”cstbc.d. ‘1’hc Galileo testbcd
provi(ie{i  a unique  opportunity to a(iapt
MGIXS  t o  sLlpJmrt  Comlnan(i  an(i contro]
opcraticms for a small autonomous operations
tcan] of a hanciful  of engineers flyjng the
Galilc.o  Spacecraft flight system mo(id.

‘1’hc -M_J! It itjni.ssi!ln @o!IIL(i ]Ydta Sy-steznl
{M <il)S.) a t  NASA’s  Je t  l)ropulsion
1.aboratory  has brough! improvements an(i
ncw tcchnologjcs to mission operations. ‘1’hc
(icvclopmcnt  of a generic data system to meet
the ncc(is of multiple missions was intcn(ic{i



(o avoid rc-inventing capabi]itics  for c4ch
IICW mission and thus rcclucc  cos[s. ‘1’l]c
traditional lll:lil~fr:tl~lc-b:lsc(l  data systems of
the past wc.rc cxJx>nsive.  to modify and their
proprietary arcbitccturcs  did I]ot facilitate
incorpora t ion  of ncw tccbnologics,  ‘1’bc
MCil )S is based on a distributcxt client/server
archi[cctur  e., with p o w e r f u l  LJNIX
workstations, incorporating, standards and
open system arc bi[cdurcs.

‘Jhc h4C; l)S systcm  p r o v i d e s  a  matarc,
rclativc]y stable set of software for real-(imc
cwnl!nand  and contrc)] opcraticms  and for off-
line cl~ginccring analysis. ‘1’he syslcm is
bawd on a table-driven approach with simp]c
user-oricntccl languages  for specifying
pmccssin,  g ancl display functions that allows
t h e  a d d i t i o n  o f  ncw  m i s s i o n s  w i t h o u t
c.xtcnsivc reprogramming. ‘J’bc st:inciarcl
Sun/lll’/LJNl  X cncl-user workstatiol~s  arc
]>art  of a Clistriblltccl  operations systcm tt)at
places a powcrfu], flcxib]c, and cxtcnsiblc  set
of opcratic)na]  capabilities at an analyst’s
fingertips. When properly configurccl,  tbcse
wc)rkstaticms  grcat]y incrc.asc  the cfficicmcy  of
spacecraft operations.

A1>AIYI”AII1  .} ; SYS’I’I  tMS

“J’bc Multimission Operations Systcm Office’s
(h40SO)  understanding of tbc MGI)S design
was that multimission  cap:ibilitics  woulcl  bc
dclivcrccl  to allow tbc usc.rs to customi7,c,
a d a p t ,  ancl t a i l o r  tbc systcm  fc)r tbc.ir
inclivjciual  USC., MOSC) was rcspc)nsib]c fc)r
clcvcloping,  installing, ancl maintaining tbe
multi lnissic)n barclw:irc  ancl software for tbc
opera t ions  teams,  but custo)niz, ing its
lnultilnission  soflwarc was up to tbc project,
lIOWCVC’1”, tbe Systcm bas bccomc  s o
]mwcrfu] with c)vcr 1.5 million ]incs of coclc
that its ‘collfig~lr:il>ility”  ancl ‘extensibility’
can’ potentially overwhelm users ratlm than
b e n e f i t  tbcln.  ‘1’hc MC; I)S user  p,uiclcs
currently stand over onc foot big]) on CIIC1,  la
adclition,  tbc. usc.rs clon’t  often refer  to tbc
user’s Suiclcs bccausc  they clon’1 want tc)
knc)w ]]ow to USC a toed, they want to know
bow to accomplish their operations task
wi(hin lbc MGl )S environment,

‘Iibc MG1 )S Workstation ‘1’raining GroLIp hacl
been frustmtcd  for several years trying to

[raiil  users 011 workstations which bore little
rt>scmblatlm to the configuration the users
would  find in their opcratioas  cnviroamcnt.
of ten ,  there  was  no s tandard  project
cO1lf’igllI:itioll”  in the end-user cnvirc)nlncn(
ancl users were on their own to transform
thcil blank scrccns into a mission operations
systcm. I;acb user workccl incliviclua]ly ant]
project-specific files nccclcct  for tclcmctry
processing and clisp]ay  were. passccl  in an acl-
]lOC lI):II1l)CI’2111101)~ tC:llU  lllC.JllbCI’S. ] ]OWC.VCr,
bow well a systcm  is tai]orcct  for cncl  users is
of[cm the most impcwlant factcn in clctcrmining
t h e  dcgrcc  c)f sys(eln  opcrabi]ity  ancl
efficiency jt]l])lot’cll]cllts  that colnc  from new
technologies.

1( bas bccomc clear that tbc MG1)S system
ancl its cloclllllc]~t:ltiol~  cannot  s imply  bc
dclivcl  ccl to :i prc)jcct  for tbcm to acl:ipt  for
tbcil  ncccls.  Adap(ing the MGI)S sc)ftwarc
has bccomc  a complex task with a big])
]carning curve. ‘J’his makes adaptation an
cxpcnsivc t a s k  f o r  incliviclua]  ])rc~jccts,
cspccia]ly since c)pcrators within tbc same
project will have cliffcrcl)t ncccis ancl
interfaces wit]] tbc systcm.  “1’bc adaptation of
h4C;lM  for a J>owcr subsystcm cnginccr may
benefit more from knowing how a power
subsystcm  cnginccr on a n o t h e r  prc~jecl
customized tbc multimission  systcm ratbcr
than hcw an instrument cnginccr on ttm same
]mjcct wou]cl do it. ‘1’has, the learning curve
can bc maclc  cc~st-cffcc(ivc  if it can bc rc-
ap]d icd to several projects, with an aclapt at ion
t cam supporting multiple missions
sil~]lllt:ll~collsly,  As m aclclition[tl  benefit, a
multi  mission adaptation team will bring
knc)wlcclgc  ancl imprcwcmcnt  ideas to bear on
future  clcvclopmcnt ancl cllstc)111i721ti011  of
MGI )S for new projects.

01’IH<A’I’I[)NS  l\ NGIN1il;RINC;  ] ,A];

Automation ancl aclvancccl  user interfaces cm
bclp rcclacc costs only if tbcy arc focused on
tbc people ancl  tbc tasks tbcy pcrfcmn.  Ncw
techno]ogics may only bring mit]ilna] cost
s:ivings  if tbc  n c w  SyStCJN fllnctio]ls  I1lllC]l
like tbc OICI one. ‘1’his of(cn }Mppcns since tbc
users who write the rcquircmcnts  aren’t
always familiar with tbc capabilities of ncw
tccbnc)lop,ics anti simJJly  usc their existing



Syslc’m  ;Is :1 nlodcl.  l~or CXam])lc,  IIlc J}’],

]nission  c o n t r o l l e r s  a s k e d  f o r  a  s c r o l l i n g
scrccn  tha[ d i s p l a y e d  Iclcmctry  va]ucs

rcprcscn(ing  the ]alcst  val  Llc of t h e  s p a c e c r a f t

clock.  ‘Jl)is was lhc way the old sys(cm
allowd  thcm (0 dc(crminc  wllcthcr thcm
Wc]”c any (Ia[a  (m[a~cs. ‘1 h Clcvclopcl’s  gave
(I)cm their  scrolling, display and operators
continucxl to stare at these displays watching
for outascs.  An important opportunity was
10s[ to automate [his promss  and improve the
efficiency of operations.

‘1 ’0  so]vc these Iypcs  of cO1llll]llJ)ic:ltioIls”
problclns,  the Opcratjons  1 in~inccring  1 ,ab
(01 i],) was Cl”catcd  four ycaI”s  ago to Ilm’gc
opcra[ions  and dcvdopmcn(  activities for the
Space  l~ljght  Opcrations  Scc(ion.  ‘1’lm 01{1.
builds schc(lu]jng, command, control, an(l
analysis soflwarc.  and currently ciclivc.rs  over
500,000 lines of code. ‘1’hc dcvclopmcnt
philosophy is charactcri7d  by iterative
dcvclopllml[  witl) active partjcjpa(jon  of the
CII(]-lISCI’S.  ~hll’ approach ]1:1S  been Sllcccssful
bccausc  wc involve users  and trainers
tllrollghoLl( dC\TC]Oplll  CIlt, focus 011
a u t o m a t i n g  c,sscntia],  tjlllc-collsllIlljrlg
operations tasks, and get jl~~]>lcl)]clltatjo~ls  jn
the hands of tlscrs early. WC, also have
operators work in the 01 i]. and developers
work in operations jn orclcr to maintain close
c o n t a c t  with OLIJ  LIscrs  and  un(lcrstanci  the
]JJ’Ob]CJllS  that lV33d tO bC SO]VCd.  ]]y WO1kiJl~
closely with users, we have lcarnd how to
lISC.  JICW tCCh)K)]C)~y  to  Ch:lJ)~C thC  Way t h C y
Clo busiJlc.ss,  not jllst alltomatc  the old way of
(k)il)f?, bLISillCSS. jkH’  CX:IJII])]C, WC ]l:IVC. blli]t  a
smwl alarm tool to aulomatical]y  pcrfmn the
data outa~e  task described earlier and
improvmi missjon  controller efficiency by
Ovc] 30%,

C’lJS’1’C)M1 H< Al)Alyl’A’J’JON  “1’1 ;AM (<:,A’J’)

At the rcclmst  of the tr:tincrs  and pm~cd
tC:llHS, thC ~)];l. (h3C]OpCrS bC&iJ)  tO w o r k
c l o s e l y  w i t h  m i s s i o n  c.oJ)t  Jwllcrs  aJld
S]):lCCC1’[lft  CJl~i JICC.lS tO a(i[lJ)t  aJl(i  COJlfl~lllC

the wm’kstatjoJl ant] MGl)S  software to Jnccl
the individual user J) CCCIS. ‘1’hc p]ojcct
COllfi~lllatiOllS  WCJC thCJl tlaJISfC1l’C(i  tO thC
tl’:li JICJ’ w~]’kstatiolls  t@ :Il]ow JllCj]C
II)caningfu]  trainjng.  ‘1’his  adaptation task,
startmi as a p,rass-rmts  effort, has evolved

i n t o  a  I1)OJ’C  fornlai  ~~llstonlcJ’  AdaptatjoJl

‘]’cam  ((: A’I’). A  SIll:li]  tCdJll o f  01;1.
dcvclopcrs and Opcratm  have sllpportc(i  the

a(iaptation  of MG1)S  for the VoyaEcJ, h4ars
~)bSC.J”VC1, :lJ)(i  {;:l]i]CO  Sp:l CC C1’aft :lJl(i
]llStl’llllKJlt  @CIatiOJIS  ‘] ’C;~TllS.  ‘1’hC ~)]  ;] , [:A’I’
provjdes direct pJo@ support  in (icvcloping
works ta t ion  collfigllI:ltioIls,  customi7,cd
processing aJl(i  (iisp]ay  tables, atltomation
an(i analysis (001s, [In(i a CO III JIIOJ1 LISC. ~
intcrfacc for tl}c ]WO]CC(,

‘J’hc workstation con fig Llratjon  and LISCI
jntcrfacc  is dcsignc(i  to provide aJl integrated
SySt CIll  V i C W  fl”OJll Whi C]l :1 pl’ojCCt  tC:l  Ill  C21J)

operate a mission. ‘1’hc approach was to
Jm)vidc the flexibility for both a(ivanc.cci  and
n o v i c e  o p e r a t o r s  to run the systcJll  t o  m e e t

tluir  jn(ijvj(itlal  Jlcccis w i t h o u t  Ihcjr  havjJlg  to
k n o w  h o w  t o  i n t e g r a t e  across  multip]c tcm]s
aJ]d interfaces. We knew that cljffcrcnt
OIJCJ’[ltOl’S  WOL1](l USC thC SyS(CJll iJl UIliC]llC
w a y s .  ]ior cxan]})lc,  24-hoL]r m i s s i o n
control]crs want a systcm that is oricntc.d to
an :lJ):l]y St monitoring real-time (iata,
w o r k i n g ,  intcractivc]y  at their workstatioJl,  on

the other  haJ)(l,  the spacecraf t  cnginccrs
scl(iom  JIccci  to vjcw real-time (iata. ‘lllcy
typicai]y want harci  copy plots aJI(l  tabular
printouts of telemetry parameters avajlab]c
overnight.

When tl)c (;ArJ’ team first star[ccl customizing
the Sroun(l system for the spacecraft team, jt
became obvious that the system design forced
thC  llSCJ’ tO ]C:III)  JllaJIy  tOO]S  aJl(i SOft W:irC
interfaces to perform their analysis task. I/or
CXaJllJ)]C,  tO p]Ot tCICJllCtly  Chta,  t h C y  had t o
u s c  (iatabase  q u e r y  t o o l s  t o  rctrjcvc  t h e i r

tclcJnc[ry  f i l e s ,  process  the  ciata  t h r o u g h  t h e
tclclnctry  proccssj  Jlg s o f t w a r e ,  e x p o r t  a
proccsscd  tclcmctry  p a r a m e t e r  f i l e  an(i iJnport
jt into a graphjcai J~Iotting  tool, set the axis
correctly, an(i print  the hmi copy plot. ‘J’bc
operator nccdcxl a single, intcgratc{i  user
intcrfacc that nlininli7c(i  operator intc.raction
with the workstation anti allowc[i each
subsystem engineer to automate their analysis
tasks.

‘]’hc.  CIA’]’ team buiit  a JICM1-J’cai-tiJlm  tc]clnctry

t o o l k i t  an(i USCI  intcrfacc  t h a t  intcgratc(i  t h e
e x i s t i n g  g e n e r i c  t o o l s  jn the MG1)S. ‘1’hc
jntcIfacc  cicsjgn was base.ct on providing



graphical and command-line interlaces that
fmxl  ttm Llscr3 fmm knowingthc  intricacies
o f  qLIcrying,  Jctricving,  acccssil~g,  and
p r o c e s s i n g  [clernc,try  parameters  an(i
eliminated the nccci  to know tlm intcmdiatc
file intcrfiicm across various tools, With onc
silll]Jlccc)llllll:lllC]  ]inc, a uscl’  call ask 10 plot a
Ic]cmctry pammctufora  given time pcrio(i
without  any kmwldgc  of the 100JS llCC(ICC1  to
pcrfcmn that task. [hmman(l  Iirlc irltcrfaccs
arc cspccial]y irnpcwtant  for usus who Imfcr
10 have their  J)roccssing  (Ionc o f f - l i n e .
(imphica]  irltufaccs am prwvidcd  for uscm
who pmfcv irltcrmtivc  tools. ‘J”hc spacccraf(
cng,inccrs  would  set up ovcrmight  quuics tlmt
would pmlucc plots automatically for their
review whm the.y ar]ivcd  cacl] morning. ‘1’hc
cost to irnplcrncnt this systcm was minimal
sir)cc.  i t  w a s  built  on t o p  o f  c.xisting
rllul(imissiotl  capabi]itics. ‘1’bc ir~tcffacc  was
bui]t using  a Gi-Jl-buildir~g  t o o l
(Olil  ,Slllil  ,1.) ar]ci a  powc]fu]  scripting
]al~~,uagc  (] ’]i]<] ,) dcvc]opcd at J]’],. ‘] ’])(H’C

arc no lice.nsing costs and no compilation of
C; code is rcc]uircd  for the graphical or
command line intufaccs.

A ncw MGI)S  sLlbsystcm was dcsignmi  by
the Olil, to (ic.tivcr these types of cn(i-user
tools arl(i intcrfacc shells. It pmvicics  tools to
fill irl tbc gaps ir] missing capabilities that arc
(iiscovcre(i  :iftcr MG1)S is (ic. iivcrc.(i,
inclu(lirlg  prwjcct-specific adaptations an(i
llniquc  pmccssins  rxx]Llimncr~ts.  As a result,
it is a subsystem that is continually evolving
a~](i h a s  g r o w n  tc) be one of the liwgcst
M(il  )S subsystems.

‘1’his cfforl has been very successful because
the ~Arl’ team worls in the opcrato~’s owl)
cnvirorlmcnt,  configuril~g  the workstations
on their (ic.sks, buil(iing  scripts to automate
their  [asks,  at](i  (icsigrling intc]faccs  t o
intc~ratc  an(i orgarli7.c t h e  mat]y soflwarc
tools. 1 n a(idit ion, 01;1, (icvclopm  (io not
h a v e  tbc sigl]ificmt  lcarming  curwc facir~g
anaiysts  ~,c.tting famil iar  with the use of
\vorkstations,  lJnix,  :ir](l N4G11S  sof tware .
Wc also prwvicic hot-line an(i on-site supporl
scrviccs  for cr~ci-userx,  crnphasiying quick
response time irl orxicr to rmct the real-time
operations Ilcccis. OLII nl[llti mission
cxpcricncc,s  mean the lessons lcamcxi fr’om
onc prujcct  will bc trar~sfmc.(i to benef i t

anotlmr.  Aiso, if wc finci  a missing capability
it] tile systc in, \\’C.  k n o w  WhO  to contact  to

Il]odify cxis(ing sof(wam or wc wiil buii(i  an(i
(iclivcr a rmw MG1 )S capability omc]vcs.

1,1’,SSONS 1,l;ARNlil)

Wc have ]camc(i lnany  lessons irl a(iapting
an(i customi~.irlg tile M(; I>S system for cr~ci -
USCIS.  ‘1’hc coor(iinatiotl  bctwccn the 0}{1.,
tile mission opcra(ions  cnginccrx, training
pcrsorlncl,  arl(i systcrn a(imirlistrators  greatly
ilnpmvc[i  systc]~l opuabili(y  for ti~c USCM.
‘J’hc following arc some lessons lcamc(i in
our a(iaptation  adivitic.s.

l)istribute(i systems are csscntia]  to pmvi(ic
the flc.xibi]ity ncc(ic(i for irlcorporxting  rmw
technologies at)(i capabjljtics  mquire(i for
miss ions  of tile futur’c,  ~~omparc~i to lhc
rll:litlfrar~lc-b:lsc(i  ccmtmlize(i  systclns of tbc
past,  tile ciist]ibLltcd natufc  o f  mo(ic)n
sys[crns mqLiirc a more (iisciplinui apprwacb
t o  cor]figLlratiorl  procc(iurcs  t o  ensure
consistency among all systcm nodes. }inci-
usc.rs have control  of their owr~ workstations
an(i earl easily mociify  pmccssir~g at](i (iisplay
pararnctcrs.  llowcvcJ,  tilis flcxibi]ity  c a n
cause. tl:iciitio~l:illy  -stlllctllleci  oq+mimtions  to
a(iopt  strong, ccntralinxi  configuration
management tools an(i procedures to prevent
any  potc.ntial pmblcms.  Oftcr~ tilis lca(is to
software (iclivcrics  that are monolithic,
irmvcrxiblc  installations with too much
burmumtic  ovcrhca(i  irlvolvc(i in m a k i n g
ever) small changes. ‘1’hc software cidivcry
pmccss  ncc(is to be amenable to simple
i m p r o v e m e n t s  an(i fixc.s in non-c rjtical
software. C;onfigLl]ation  corltml  of cn[i-user
tables, scripts, configumtiorl  files, arl(i sirnplc
tools for specific prwjcct use ncc(i tc) be
hancilc(i  Scpar’atdy  fmm the Core Systcm. It
must bc flexible ar](i bc contmllc(i  by the
opuations  teams.

‘1’hc MG1)S (icsig[] ]ccogr~i~,cs  that every user
has a unique nec(i arl(i tbc system shou](i
allow for irl(iivi(iuai customization of tools.
1 lowcvcr,  there was a lack of mar~agcment
on(icr-stan(iing  of the. nccci to staff a (UArl’
t e a m  for the cxtcnsivc  work Icq Llircci  to
customi~c a  (iistrjbutc(i  systcm for. uscm.
initially, there was no official follc)w-on
suppotl  after  a syslcm w a s  (iclivc]c(i t o



, .

opcra[ions and hcncc  MG1)S  operability was
ra[cd poor by Ltscrs.  After  the [:ArJ’ t e a m
work began, the users’ p e r c e p t i o n  of
operability was dmnlaticdly  improvd even
IIlollgh (IIC core  system  w a s  llnchangcd.  WC!
are. viewed  by projects as the .p, mup that
m:ikcs  thC MC; I)S SyStCIll  WOJ’k for llSelS.

‘1’here arc big payoffs in Jwovjding  projcct-
spceific custolni7,ation,  tools,  and interfaces,
Sllpplcmcntccl wi th  on-s i te Sllpport.
l)ist JibLltcd systems rcc]uirc ex tens ive
custom imtion  to meet the. specific needs  of
users and (his shoLIl(l  not bc ]cft to the (Icvicc
of each individual user 01 pmjc.cl.

once  a system is cLlstomiz.cd  a n d  a u t o m a t e d

for the Cn(t  user, ttlc  usage  of the system can
sig,nificantl  y increase. 1 ~or example, because
Wc had ma(lc!  the off-line tdcmtry  qllcly aJd
analysis process so easy, a much greater
number of operators than origina]ly  Cs[inmtc.d
began 10 usc the systcm cxtcnsivcly.  “1’his
created serious network loading and disk
Stolagc  ploblcm.

Automation must be focusccl on changing the
way wc fly spacecraft, not just automating
the o]d way of doing business. ‘1’hc greatest
cost reductions can bc rcali~,c.cl  if more
attention is paid to the opcmtm ancl the tasks
they pcrfom  in order to eliminate tcdioLls,
labor-intensive pmccsscs and to assist in
improving the mliabi]ity  of critical tasks.

“1’hc users also want training, g,carcc]  to lhcjr
work in the operations cnvimnmcnt.  ‘l’he
trainers ncd to know how the users might
actually use the system in operations. in
addition to  provid ing standardized
confi~Llra[ions  on training aJId on project
opera t ions  workstations, the [:A”J’ team
(tcvclopc.d  spcciali7cd  follow-on training
c l a s s e s  focl)scd  on the, prc)jcct-specific
cwnfi~uration  and Nse of MGIX$ capabilities.

been sI)OWD in improving systcm opcrabi]ity
aJd Ic(lucinp,  cost in oJxmitim]s for individual
pmjccts.
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‘1’his  work was (lone at the Jet I’repulsion
labora tory , [~alifornia  lnstit Lltc o f
‘1’cchnology, uncle)  a contract from the
National Aeronautics a n d s p a c e
A(ll~]il~istratioll. W e  woLild like. t o
:icknowlcdge  the work of the technical staff
in Ihc C) Iii, and the Jl)l.  Mission OJ>crations
‘J’ca[ns for their enthusiasm and sLlpport.

J1’1 ;S Multimission  Ground l)ata Systcln  has
provided a  p o w e r f u l ,  :idaptable  and
c.xtcnsib]c.  set of operational cxipabilitics  at an
analyst’s fingertips. Wi{h more. cnlphasis on
a Mul[imission  Chstomcr  Adaptation ‘J’cam
providing integrated systems with mstomizc(l
con figLlmtions  aJId  interfaces, success has


