Analog phase holog rams by electron beam lithography
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ABSTRACT

Phase holograms have been have been ereated on the surface Of a thinfilm Of poly-methyl methacrylate ¢ "MMA, Plexiglas)
by direct- wiite electron beam (1 i-Beam) 1 ithography. The process i nvolves delivering a patterned exposui ¢ dose followed by
part ial de velopment with a strong developer . The patterned dose derives from arbitrary computer- calculated holograms,
which mustbe corrected for the sensitivity characteristic of the PMMA and for the effective p(~illl-spread function of the k-
Beam.

KLY WORDS: phase-holograms, computer gencrated phase hology ares, diffractive optics, binary optics
1L INTRODUCTION

Surface-contouring an F-Beam resist by controlling both the exposure d o s e and the development process was first
demonstrated by b *'ujila] in 1981. They fabricated micro Fresnel zone-plates, blazed gratings and Yresnel lenses in poly
methylmethacrylate ("'MMA) by scanning an electron beam in cither straight tines or circles, with the dose adjusted to give
the desired ctch depth after partial development.  Their groove shapes were quilt irregular, but devices with 50% to 60%
efficiency and near-(! iffractiod-]i Jnited performance were produced. More recently 1kberg@s 9 eported (m kinoform phase
holograms. These were patterns comprising a 51 2x5 | 2 array of 10 pm square pixels, each with a unique Ji-Beam exposure
dose calculated to give the appropriate etel 1 depthupon development. Ten doses/depths were used. Diffraction cfficiencies
of 70% wer e reported  1In earlier papers™ 2 wc reported upon the fabrication, physical, and optical charactetization of
kin(d’' (wins thatencoded 16-1Cvcel phase holograms and a 1 aesnel leas having a diffraction [imited focal spot and 83%
cfficiency. At that time, only an approximate treat ment of the I i-Beam proxi mity effect was used. The fabrication
imperfections thus introduced caused significant performance degradation. 1 nthis paper, we report upon a technique for
treating the proximity cffect exactly, and upon the performance of an off-axi s Fresnel lens and sever al, more complicated,
phase holograms fabricated using the method and all 64 doses that our E-Beam is capable of delivering.

2. EXPERIMENT

1nan ealier paper we described the fabrication andtesting of a 1 ‘resnellensinPM MA by dirccl-write. F-Beamlithography.
Farst, the relation between applied 1 -Beam dose and the amount of PMMA removed in a fixed development period in
acetone was determined. 1t was found that th ¢ etch depth was approximately proporti onal to th ¢ d ¢ velopment tim ¢, that

depths of up to 1.5 microns could be reached using a 50 KV el cctron beam encrgy, and thatin large open arcas the depth

could be controlled 1o 4 0.02pum ( A,,;/50 phase delay).  The surface-relief pattern of the. lens was thenencodedat 1 jum
intervals over a 3mmsquare area, andtheli-Beam dose necessary to remove the calculated amount of PMMA was delivered
at cach pixel. While this lens demaonstrated difft action limited performance and >80% cfficiency, its far-field pattern
contained a set of diverging, concentric rings of radiation having some 10% of the incidentenerg y.  Atomic force
mic roscopy revealed that tile resist profile a the boundary between Fresnel zones - properly, an abrupt step function of
height M(n- 1) - had afiliet of material remaining in the bottom and a flattened off top.  This is duc to the well-k nown li-
Beam 'proximity effect’ -electrons back-scattered from within the sample lead to a halo of exposure dose surrounding the
principle, poidit-like primary dose. The spatial distribution of this back scatter, or secondary, dose is roughly Gaussian, with
anamplitude and width that depend strongly (m the substrate mater ial and upon the E-Beam voltage. In order to improve the
performance of 1 i-Beam direct-written diffractive optics, it is necessary to care.ful[y characterize and compensate for this
cffect.



To determine the dose sensitivity of PMMA and the range and amplitude of the proximity effect. we exposed simple test
patierns onsamples identical to time. that would eventually bear diffractive optical elements. A rectangularpattern 50 X 150
pun was used, exposed at sixteen different doses spanning the range of interest.  The samples were 2 jun thick layers of 950K
molecular weight PMMA spun from 5% solution in chlorobenzenc at 4000 rpm. Five coats were necessary to build up the 2
jun thickness. Ten minute hot plate bake-oats at 1 70° C were used between coats.  In subsequent wor k, no evidence of
interfacial boundarics was evident. Prior 10 exposure, the sample.s were ovcl-coated with 5011111 of aluminum which served
as a dischar ge layer during 1 i-Beam exposure. Following exposure, the samples were developed ina manner identical to that
used for diffractive optic devices.  The horizontally spinning samples were exposed to putt acetone for | 1.5 seconds
delivered downward from a 1 mm diameter orifice by an electronically controlled Tridac dispense head, Instant, vigorous”
dry nitrogen blow-off” and drying commenced upon termination of acctone delivery. A a clectronically controlled Solitec
spinner was used. The pointof delivery of the acetone coincided with the spin axis, which was carefully chosen to be -1-2
mm fromany pattern. This avoided a slight increase in eteh rate found to exist directly beneath the acetone delivery point.
Al ‘M iopographic data of the exposed and developed samples was recorded. Fig. Lllustrates the dose sensitivity of PMMA.
Under such aggressive development, the usual high-pamma characteristic of E-Beam exposed I'MMA is completely absent.
All that remains is a first order dissolution process characterized by exponential dependence of developed depth upon
delivered dose. Using this sensitivity data, the profile of PMMA removed from these samples could be inverted to give aa
effecti ve deli vered dose. Since the dose response function was determined by measuring the amount of PMM A removed at
the center of the. exposed arca, all inferred doses are interms of the total delivered dose, primary plus integrated sccondary.
Iiig. 2 shows typical data, giving the inferred dose as a function of distance across the 50 micros width of the test pattern.
This curve reveals by inspectionthe role of primary and secondary doses. The sudden jumps seal 50 and 100 pm are duc to
the primary dose, while the adjacent, sloped reg ions refiresent the ¢ flect of the back scattercd or secondary dose.. A 1 )Jigital
Instruments Nanoscope I Scanning Probe Microscope (SPM) was used in contact (e to record AEM data,
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Fig.]. Doseresponse of 'MMA fitted to a putt ] fig. 2. Inferred total dose from AFM data and dose
exponential, a+ b¥exp(1/c) wherea= -0.11 4 .02 pm, response function of Fig. |

b, (). 154.0lumandd=60.841.0 u(?/cm:)'. The standard
deviation of the fit was .010 jum.

The spatial dependence of  the EH-Beam point spread function - primary plus secondary dose - can be taken as

PSF(r):8(r)+ -’ 12 exp(- f?/(x2 ) where 7 is its amplitude, @ is its rang ¢, and é is the Dirac delta function. This
oL
¢ an be integrated diveetl y. Forinstance, if x is the direction normal to a half- plane of uniform dose, the secondary dose falls

offas Dsec( x ) = 171 Dprim x erfc(%)whcrc erfe() is the complementary errot function. 1 fig. 3 shows a fit of the central

region of Fig. 2 1o a compound error function.



Similar data was taken for al of the test patterns. Results are summarizedinFig. 4. The proximity range was found to be
independent of dose within experimental error - @ = 8.01 0.2 pum. The proximity effect amplitude is seen to vary between
0.4 to ().5 for doses between 20 to 140 uC/em 2 the range anticipated in fabrication 01 diffractive optic devices. While this
vatiation is somewhat larger than the measurementuncertainty, for purposes of modeling, it has been ignored, and the mean
value, 0.4’/ 1 O.(PI, is used inwhat follows.
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Continuing the above. train of thought, we can describe the total dose delivered to the sample asa convolution of the primary
dosc pattern with the 1 i-Beam point spread function. If Dprim(r ) is the delivered primary dose and Dtot(r) the total exposure
doscducto 1)(1), then Dtot(r)= ” Dprim(ro) x PSF(F - fo) X o(F - Fo) : Dprim(7'} ® PSF(r). With this formulation, it is

clear that the proximity effect can be corrected by deconvolving the pointspread function from tbe desired pattern prior to
exposing il. Deconvolution by Fourier transform Ic.presents a straightforward way to do this. If P(r)is the desired exposure
pattern and P(k) its Yourier transform, and PSF(F) is the point spread function and PSF(k) its Yourier transfor m, then
Pc(k), the Yourier transform of the corrected exposure pattern is given by Pc(k)=P(k) IPSF(k).Pc(i ) is then obtained
by inverse transforming Pc(k). This procedure results inregions in which Pe(F ) is negative.  Inmany situations, this means
thatan exact deconvolution solution is not physically realizable. In the present case, negative doses can be clitminated by
first recessing, or biasing, the starling data.  "T'ypical patterns require about -O.? pm of bias. A carefully optimized two
dimensional fast Fourier tansfor m deconvolution program has been implemented on our VAX  Station 3100 computer. It
handles the 4K by 4K problem in five howrs. Additional software distributes (he. doses into 64 equally spaced 'shot rank’
viarlues, wiites the shotrank table needed by the E-Beam control file, and finally wi ites the pattern data file innative E-Beam
fon Inst. The pattern file for a general 4K by 4K phase. hologramis some 250 MBlong.

The Ji-Beam machine used was the JEOLL IBX-5DII. It was operated at its maximum beam voltage, 50 KV, so as to
maximize the usable etchdepthin I'MMA.  Theincidentelectron beam is scattered and slowed as it penetrates, eventually
dissipating some 5 pminto 'MMA. As the slowed electrons are actually more effectivein breaking bonds, the generaleffect
is a mushiroom-shaped exposure volume. The proximity effect is thus highly depth dependent, and only near the surface -
withinthe top 1 -2 pm - do the approximations used inthe above development remain valid.  Turther, this limits the
usclulness of Ti-Beam direct write phase holograms, as describe her ¢, to visible light wavelengths for transmission dc.vices
andtonciu-1R for reflective devices.

T writing the holograms, anli-Beam diameter roughly 175 the pixel size is used. It was rastered over the pixel in a 10x 10
pattern. The beam is blanked between successive elementary patterns, which in this case arc the square pixels which differ



only in their shotrank. By adjusting the beam’s ¥/ (using aset of fixed apertures) its current density is raised until the dwell
time al cachrasterpoint equals the minimum dwell time for the | i-Beam scanning circuitry (0.5 ps) for the minimum dose
called out in the pattern data. Under these conditions, pixels couldbe written at the rate of 10° per second, independentof
pixel sire. This exposure method - scanning a Gaussianshaped beam over cach pixel andthen indexing to the next pixel -
inevitably lcads to some small non uniformity in the exposure. dose. Blanking crrors also contribute to exposure non
uniformity. As discussed later, this presents another limitation to the usefulness of direct-wr’ik H-Beamphase holograms.

Auother source of exposure uniformity error, and a systematic one, is ficld stitching error. The JI K)]. machine was operated
using its low resolution, 10ng focal length objective lens. It could scan an 800 pm field, *1'0 limit deflector distortion, the
field was in fact kept smaller than 400" pill.  Stage movement repositioned the sample upon completion of the exposure
within a field. The stage position is determined interferometrically, butper feet positioning isnot possible and field stitching
e ors are unavoidable. The factory spec is 470 nm 3o. Further, the Ti-Beam deflectors must be calibrated to exactly span a
ficld. T'o assure this, our samples had on llc.in a gold fiducial cross. This cross, rather than one on the F-Beam stage, was
used for the (automat ic) deflector calibration procedure. 1 ividence of residual field stitching and calibration error can be
found in all of our devices. Since positioning the fiducial on the sample, the problem is much reduced, but it represents the
limiting factor when atlempting to construct holograms in which coherence over large arcas is essential.

3. INDIVIDUAL DEVICES

Several devices have been fabricated using the above procedures.  An off-axis Iresnel lens was produced. it was3 m m
square, had a 38 mm focal length, and was 2 mm off-axis. With these parameters and a 0.8 pm square pixel, its outer most
Firesnel zones were aminimumof eight pixels wide. The lens demonstrated difiraction limited focusing performance, with
88% of the incident energy passing through the focal spot.  Of the remainder, 1 .06% wentinto the zeroth order, <2% went into
higher focusing orders, <1% went into coherent diffract ion by irregularitics atthe pixel boundaries, <1% went into cobc.rent
diffraction by the field stitching errors, and ~ 1 0% went into incoherent diffuse scattering arising from general surface
roughness. RMS surface roughness from AVM data was 0.0? pum.

A 15x 15 optical fan-outdevice - one collimated input laser beam, 225 output collimated beams fanning ourina regular
15x15 array - wasfabricated. It was designed by ‘1'. C.Chao and his coworkers a J))].. The repeat unit was 44 pm square.
Its theoretical efficiency was ~80% with 310% intensity variation from beamto beam. ‘1 ‘he fabricated device had an
efficiency of ~60% andat 25% beam to beam variation. The device used 2 pm pixels and was lin square. F-Beam expose
time was 37 hr.

A. Gmitro and his coworkers at the University of Arizona, using theit Gerehberg-Saxton preconditioned random scarch
algorithm, desig ned 1 28x 128 pixel phase holograms that produced on-axisimages of the numerals 1through 9. Writien with
2 jum pixels, they were arrayed 4x4to produce | mm square devices. The salient feature of these devices is the total absence
of orderin theholograms. On a local scale, the pixel to pixel variationin phase seems to be arandomnumber between () and
2n. Yetthey performed well, with ~70% of the total transmitted intensity g0ing into the designed pattern while the
undiffracted beam had -2.5% of the transmitted encrgy.  Intensity variation amongst the 'on' pixels was -25%, while ‘off’
pixels werce onaverage 3% as brightasan average ‘on'pixel. This device was written onasubstrate lacking anintegral
fiducial cross, and it is expected that performance will improve using the new substrates. 1 .ateral etching of exposed pixel
sidewalls undoubtedly accounts for alarge part of the performance shortfall for this and like devices.

Mostrecently, a small reflective imaging grating for use in animaging spectrometer having afocal plane array detector has
been fabricated, Using 4K x 4K ().5 pun pixels, the 2 mm square device accepted radiation fromal() cm distant point source
andimaged it back upon itself but displaced off axis by 1 cin. Dispersion was adjusted to spread the desired spectral reg ion
across the focal plane detector. This was done by tilting tbc grating to adjustthe angle of incidence. The average grating
spacing was -5 pm.  AEM topographic data is shown inkig, 5. The grove profile is extremely accurate, with very flat
smrl’aces. Roughness persists, but over a 4.5 jum by ] 5 pmarea ona grove flat, total surface variation was only 6 ntn RMS,
Being areflective dc.vice, this corresponds to a phase variation of only 2/50. At the design wavelength, 633 nm, its
diffractionefliciency was measured to be >90%.



Fig. 5. AlM topographof imaging grating.’The RMS deviation of the
groove flats from planar surfaces is 6 nm.

4. CONCLUSIONS

The results obtained indicate that direet write, partial exposure FH-Beam lithogt aphy can produce excellent transmissive and
reflective optical elements for usc inthe visible. Iiffor ts arc under way to reduce the diffuse scatteri ng and to develop
alporithims 10 corral forthe effects of side wall etching. It should be noted that sub-pixel structure is effectively averaged
outin the forward direction. If the spatia extent of the holographic image is restricted, the approximation that only the pixel -
averaged phase delay is valid. In that case, material etehed from side walls canbe compensated for by reducing the pixel
depth. i should aiso be noted thatexposure times for theses devices are limited by the speed of the pattern generator. Plans
coillforupgrading ours by a factor of three.
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