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Abstract

Awvirtual reality calibration technique of matching a
virtual environment of simulated graphics models in 3-
D geomctry and perspectivewithactual camera views
of' the remote siletask environment has beendeveloped
to enable hagh-fidelity preview/predictive displays with
calibrated graphicsoverlayonlive video. Reliable and
accurate calibration s achieved by operator-interactive
camera calibration and object localiz ation. Bothrely
onnonlinear least-squares algorithms combined with
lincar ones. Sincelhe object pose becomes known
through object localization, the compuler-gencrated
trajectorymode can be e¢ffectively used 111 our new ap-
proach, Thisnewlydeveloped calibration technique has
been successfullyutilized in a recent JPL/GSEC (Jet
Propulsion Laboratorys/soddard Space Flight Center)
lelerobotic servicing ¢ emonstration. T he posilioning
alignment accuracy achieved by this lechnique from
four camera views was 0.5/ cm on the average for a
tool mserlioninthe servicing task.

rintroduction

Graphics simulation has been widely used in teler-
obotic servicing during the off-line task analysis and
planning and also during the introductory operator
training [6], [7]. However, the use of graphics sim-
ulation during the on-line telerobotic operation, for
example, as a tool for on-line preview visualization,
has been limited due to the lack of accurate matching
between simulated environment and the actual remote
site task environment. We have recently developed a
virtual reality calibration technique that enables re-
liable, accurate matchingof a graphically simulated
virtual environment to the actual task environment
through operator-interactive camera calibration and
object localization. Althou gn‘here exist many cam-
eracalibration [2], [5], [1 6], [17] and object locdization
1],741.15],(13},[14] methods. none of them specifica
E'm}drrcé],s [ttle:[ca;ﬁ&ﬁ;ed grap ?cs overlay on 3%%@%%
for use in preview/predictive ‘displays. In this paper,
wc first present key new features of our camera calibra-
tion andbject focalization procedures. Then, we re-
port experimental results of calibration errors of these
procedures. Thereafter, we briefly describe a success
ful usc of the virtual redlity calibration technique in
the ORU (Orbital Replacement Unit) thangeout re-
mote servicing demonstration task performed in May,
1993, between JPL. and NASA GSFC.

2 Camera Calibration for

overlay

Our camera calibration method which is designed
for calibrated graphics overlay has three key new fea-
tures: 1) A robot arm itself "i's used as the calibra-
tion fixture, 2) Anoperator-interactive data entry is
ado pted 10 obtain reliable correspoudence data.  3)
Anonlinear least-squares algorithm combined witha
linear least-squares algorithm is emiployed to obtain
accurate camera pa rameters.

In genera], camera calibration requires a calibration
fixture to determine the cainera eflective focal length
and the cainera positionand orientation relative to the
calibratiou fixture. in preview/predictive display ap-
plications, oue must also determine the robot arm po-
sitionand orientation relative to the calibration fixture
i order to superiinpose therobot arm graphics model
ontheactual video image of the arm. However, apre-
cise measurement of the robotarim local ion relative
to the calibration fixture is diflicult and error- prone.
Placing a calibration fixture in the actual remote work
site is also often noteasy. I'bus, in our new approach
of camera calibration, the robot arm itself is used as
the calibration fixture. elirninating cumbersome pro-
cedures of usingan external calibration fixture.

Anoperator-interactive methodology is adopted to
provide the correspondence information between 3-D
object model points of the robot arm and 2-1) camn-
eralmage points, since it is still difficult for a com-
uter vision system to find corrgs ondence points re-
[iab]y, Fig. 1 shows the graphica loperator interface
used during the operator-interactive camecra calibra-
tion. The solid-shaded 3-L) graphics is displayed oun
the upper left window, and the live (or stored) video
picture received from the remote site appears on the
lower left window. As the operator clicks 3-1) object
model points or 2-D image points, their coordinate
values appear on the scrd led list widget of the up-
perright camera, calibration GUI. When ali desired
object points and their corresponding image points at
different arm poses are entered, the operator can re-
quest the systemn to compute the camera calibration
parameters.

There is a standard linear least-squares method
that determine the camera parameters(camerap. s -
tion, orientation, and effective focal length) for given
6 or more 3-Dobject points and their corresponding
images in 2-1) screen coordinates [2], (1 6], by assuming
thattheimage formation of the camera can be mod-
cledbv aperspective [projection of the 3-Dworld onto
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