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AAS 95-383

AUTONOMOUS OPTICAL NAVIGATION FOR THE PLUTO FAS1 FLYBY MISSION

Robin M. Vaughan* and Stephe]l  P. Synnottt

‘J’his ]Japw discusses an autonomous optical navigation calJability  to be
added to the spacecraft flight system for a I ‘luto flyby mission. This system
uses tllc spacecraft catnera  and new fl@ t softwa]  c to improve k]lowledge.— ____ ._. _-—. —___ .. ___ .._
of the s~)acecraft’s  Pluto-relative trajectory in the last few days before en-
counter. A series of pictures containing images  of Pluto agairlst  the star
background are shuttered and processed to obtain increasingly accurate es-
timates of the actual time of closest a])l)]oach. Start times for clesignated
blocks of science observations around closest ap~)roacb ale stiifted  based
on these estimates so that they begin at the desil ed time relative to the
true closest approach. This simple time shift restores the geon]ctr-y as-
sumed  in the original observation designs, ])rovidillg higher confidence that
the desired data will be captured. The paper presents a prototylm  design
for the new fright software that extracts the navi~,ation illforluation  from
the optical navigation pictures. Iruplementations of image processing and
orbit determination functions are described in detail. Overall system  per-
formance is illustrated by processing a series of pictures simulated along a
tyl)ical  Pluto flyby trajectory.

IN’IIRODUCTION

I’luto  and its moon Charon  are the only major planetary system as yet unexplored by robotic
spacecraft. Numerous proposals for missions to Pluto have been considered in recent years. JPL is
currently studying a mission called Pluto Express. Its predecessor, the I’luto  Fast Flyby mission,
was under development until the fall of 1994. These nlissions have many co]]unon  features. Most
ituportautly for this paper, they have similar encounter geometries. Ik)th are flyby missions with
esscnitially linear trajectories relative to Pluto and large app] each velocities in the range of 15-
20 knl/sec. It is this flyby geometry that ultimately dictates the addition of autonomous optical
navigatiol~ capability to the spacecraft flight system.

The importance of optical navigation (OPNAV) for a Pluto mission was discussed in (Ref. 1).
A combination of traditional, ground-based techniques and a ],ew autonxtr~us system is necessary
to meet the navigation requirements. Standard techniques arc applied in a “far encounter” phase

.._ ._. —

coverihg the period from 6 months to a few days before closest a~ )proach  to I’lut o. ‘J The pictures taken
in this phase are returned to earth for processing and i~lcorporated  in orbit determination solutions
along with radiometric data. Due to errors in the Pluto ephcu neris, however, there is still a large
uncertainty in the time-of-flight, or downtrack, direction at, the end of this ]d~asc. l’his  uncertainty
must be reduced in order  to obtain the desired science observations ZKOUIld  closest approach. Optical
navigation pictures taken closer to encounter can provide this reduction. Constraints imposed by
the flyby geometry and the sl)acecraft  flight system, along with the long one-way ligllt time at I’lute,
preclude the return of these later pictures for ground I)rocessi]lg. An on-board optical navigation
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systwn  is thcrwforc activated to obtain  and process pictures in a ‘(near encounter” phase  starting a
few days a~lcl erldillg just a fmv hours before closest a])~moach.

‘J’his  ])a]mr describes the ~mototype  Autonomous Optical Navigation System (AONS) originally
deswlopc.d  for the I’luto  Fast  l’lyby mission. First, an o~’ervi(w  of the operfition  of AONS  during
the l’]uto  encounter is given. ‘J’he itltegration  of the system within the overall mission scenario
is discussed and the necessary functionality is identified. ll)c resulting ]mtotype  design is then
presented. T1lC high-level system architecture is described, including a sumlnary  of information ftow
between  the major blocks of the system. Next, the functio~ls of each major block are described
in detail, including derivation of key equations. ‘I%e performance of the ~)rototype AONS is then
demonstrated by application to a sample Pluto mission trajectory.

OPERATIONAL SCENARIO

The  optical data measure the spacecraft’s l’luto-mlative  position in a plane perpendicular to the
line-of-sight from the s~)acecraft  to Pluto, called the image plane. For tile li~lear I’luto  trajectories
of I’FF  and Pluto lk~ress, the line-of-sight is essentially parallel to the approach velocity vector
until a few days bcforw  closest approach and the image  plane ~leatly coincides with the B-plane used
for navigation targeting.t Pictures taken in the far ellcouuter  ])eriod  thcrefole  provide an excellent
measurement of tllc s])acecraft’s  B-plane aimpoint,  but  are I elatively  insensitive: to errors in the
downtrack  clirection.  This leads to a long, narrow navigation error ellipsoid for the last ground-
based  orbit determination solution as shown in Figure 1 (a). ‘J ‘he dominant m ror, corresponding to
tile largest axis of the ellipsoid, is in the radial or downtrack  direction. As the spacecraft moves
closer to ]’]uto,  the line-of-sight direction rotates away froxn  t]le approach  vc]ocity vector, allowing
the optical data to meassure the downtrack  position, as showJl  in Figure 1(h). The sensitivity to
downtrack  error becomes significant within 2-3 days of closest approach, with the most dramatic
increase coming within the last 24 hours.

l’he  schedule for acquiring optical navigation pictures with the autonomous system is driven
by the rate of imlmovenwnt  in the optical data’s ability to measure dew] [track position in the
near encounter period. I’ictures  are sparsely distributed early in the period, where the viewing
geometry cllangcs  more slowly. A typical schedule calls for one OPNAV picture to be taken and
processed approximately every 8 hours between 3 days and 40 hours before closest approach. ‘I’he
frequency of OPNAV pictures increases  starting at about 40 hours before closest approach. These
later observations are typically separated by only 1-2 hours to track the more rapid increase in
sensitivity of the optical measurements. ‘1’he pictures taken ill the last day are tile most critical to
successful performance of AONS. The accuracy of the downtrack  position estitnatc depends directly
on how near to closest approach the last OPNAV picture can be shuttered and successfully processed.
Initial studies have assumed the last picture is taken  at about 4 hours before closest approach.
Overall, a total of 10-20 pictures will be taken and processed l,y AONS.

Shattering of the near encounter OPNAV pictures and subsequent processing by AONS will be
triggered by pre-loaded  time-tagged comtnands  included in the spacecraft’s sequence load(s). These
observations must be integrated into the overall schedule of s~~acecraft  science and engineering ac-
tivities. The early, sl)arsely distributed pictures can easily be accommodated since science activity
is also fairly low at this time. The later, more frequent pic( ures must be selected from specific
opportunities when Pluto can be viewed against different grou] JS of known background stars. These
ol)]mrtuxlitics  will occur at irregular intervals due to the rapidly changing viewi]ig  geometry. Integra-
tion of these observations into the overall schedule will be more challenging since science observations
and their supporting engineering activities will be more frequm [t C1OSC]  to mrcoullter. A data cutoff
at 4 hours l.mforc closest approach represents one possible comllronlise  ljetwee]] the desired accuracy
of the downtrack position estimate and the number of scicmce observations  thirt  can be scheduled in
the last few hours before  closest approach.

—.—
~ SCC tl,e appendix of  (hf. 6) for a definition of the II-plane.
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h’igurc 1: lncmasing  sensitivity of optical navigation data to downtrack  positiml changes. Cha]lges
in dc)wlltrack  ])osition have larger projections onto the OPATAV image plane as tl]e spacecraft moves
Ilealer  to Pluto.
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AONS’  primary rcspousibility  is to i[t~~Jrove  ktl<)wlcdge  oftlles~~acf:craft'  sI'l[]to-relative  trajec-
tory. It bcginsopcration  with the knowledge captured in thelast ground-based orbit  determination
solution. The dominant error in this solution isin the clew’l]trac.k~}ositi[)xl, which translates directIy
into an error in knowledge of the time of closest approach. AONS is therefore designed to estimate
theactua]  time ofclosest approach. Critical sc.iencc observatio]ls  that take  ~)lac. ewithin l-2 hoursof
closest approach will have Lreen designed assuming a srna]l uncertainty in this  estimate. The geonl-
ctry ~msun]ed in these designs can bc restored by sitn])ly shiftilig  the start time of the observations
so that they ha])pen at the correct tinlc  relative to the actual time of closest a~)proach.  AONS will
compute the al)prol)riate  time shift fronl the locations of Pluto and backgrou]ld  star images in the
OPNAV pictures. It will then apply t}le appropriate time shift to designated block(s) of science
observations. This scenario is illustrated in Figure 2.

SYSTEM ARCHITECTURE

Tlle}~rototy~~e  desig~l for AONSl~as  four ~>rirnary c()lr~l)orleJlts,  or blocks. I;acl10  I’NAVpicture
is analymd by the Image Processing Mock. Pluto and star in]ages are identified and their center
locations are calculated. l’heimage centers arethenavigat,iorl  observable needed to solve for the
ti]nc of closest approach. These observable are passed  to the Orbit Determination Solution Mock
tlIatcolt~j)utcs  allul~date totlletime ofclosest a~>1)roacll.  Then(we stimateclti ]neis,in  turn,passed
to the Science Sequence Update block which determines and a])plies  the a~)propriate  time shift to
thcstart time ofencounter  science observations. Thesystema  lsoincludesa GeometryU pdateh lock
that executes before the other  three blocks. information fro]n the previous solution (if any) is
used to update the predicted spacecraft-Pluto geomet~y for the current picture, ‘1’he new geometry
information is passed  to the Image Processing Mock w]lere it is incorporated into  the predictions of
the appc.arance  and location of the Pluto and star images. Figure 3 depicts this  high-level system
arc}litccture  a~ld illustrates the information flow between the major Mocks.

The functions of the first three blocks executed by AONS cor ] espond to ]najor  steps in traditional
grou~]d-based navigation procedures. Geometry Update represe]lts  the corlc~pt  of kcwping  the nonl-

i]lal solution close enough to the actual solution that a linear  approxinlatio!l  remains valid. Image
Processing and Orbit Determination Solution perform tile same functioxls, albeit in a less so~)histi-
catedmannm,  than the ground-based coullter]~artsforu~ili(:}l t}lty are named. ‘1’he Science Sequence
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Update block, on the other hand, falls outside of the traditional navigation tzsk.  Rwthermore,  inl-
I)lementation  of its functions is intimately tied to the desigrl of the overall spacecraft command and
control system. For these reasons, this block will not be discussed further in this paper. ‘J’he next
section will describe the functionality built  into the three navigation-related blocks for the prototype
system.

PROTOTYPE SYSTEM IMPLEMENTATION

lxl]]}lex~]clltatiolls  of the Geometry Update, Image Processing, and Orbit Determination blocks for
tile ])r-ototype  AONS are presented below. The choice of algorithms should hc considered within the
context of an overall design philosophy which emphasizes simpli(:ity.  Particular condi ticrns of a Pluto
flyby mission are exploited to reduce complexity of the on-boa] d algorithms a,]~d procedures. Since
I’luto  is expected to have a regular (nearly spherical) shape, basic eclge detection techniques are
al)~died  to find the center of the Pluto image in Image Processing. The “l~ootstra])~)il~g’” introduced
i]l Geometry Update limits the differerlces  between predictions of Pluto ilnagc al)pearance  and its
actual appearance so that these  algorithms remain applicable. ‘1 he assumptiw]  C)f a linear trajectory
substantially sim])lifies  the computations in Orbit Determinaticm  Solution. ‘1’lIc traditional nlulti-
~)aratneter  filter is recluced  to a single cubic  equation giving th( change in tin w of closest approach
as a functicm  of the difference between the actual and ~mdic ted Pluto image ce]ltet  locations.



‘J’hc rwnaiudcr  of this section consists of an explwlation  of some backgrimnd  concepts that am
cmltral  to the operation of AONS followed by discussions of [:ach of the thi cc Xllajor blocks. The
descriptions of tlie algorithms a~)ldied in each Mock a] e necessarily bric~ xnor-c  detailed cxplauatiom
and com])lcte  derivation of equations can be found in (Ref. 2).

Background Concepts

Two funda~nental  concepts from ground-based ol)tical  navigation theory must be presented to
facilit  atc subsequent. explanation of the operations of AONS’ major blocks. ‘J’hc  following paragra~)t]s
first  discuss the nlat}lmnatical  reJu-esentation  of the image data and thcnl derive the geometrical
relationship betwecu  an object’s location in inertial space and the locatio]l of its image in the
01’NAV picture.

The sl)acccraft’s  camera has a rectangular light-sensing target, assu~nmi  to be a CCD for t,he
I’luto  missions. ‘J’llis target is divided into a two-dirnensional grid of ele.mml{s called l)ixels. Math-
ematically,  a ])icture  consists of all array of values re~mesenti]lg the intensity of light hitting each
pixel. An ele~nent  ill this array is called a DN value and is denoted  l~lV(p, l). ‘J’lle coordinates (p, 1)
give the location of the pixel in the two-dimensional grid. Tile origin for t]]ese coordinates is the
upper left  corner of the picture. ‘J’he horizontal coordinate, p, is positivo  to tile right and is callecl
the pixel (or sam~)le)  coordinate. The vertical coordi]late,  1, is positive dowM ward and is called the
line coordinate.

The calculation of pixel and line coordinates in a J)icture corresponding to the centers of optical
targets such as Pluto and the background stars is re~w.ated  sew,ral  titnes  in AOhTS. The first step in
this calculation determines camera pointing direction in the inertial referml ce fra~ne. Camera body
coordinates, called TV coordinates, are introduced to represent  the orientation of the camera axes
with respect to irlertial  coordinates. The z axis of TV coordinates points outward along the camera’s
boresight.  ‘J’he boresight is defined as an axis normal to the Jight-selLsing target, cm i~nage plane,
piercing the target at the center of the picture. The x and y axes of TV coordi]lates  lie in the image
plane and are J)arallel to the pixel and line axes, respectively. Camera ~)oillting is represented by a
set of three Euler angles  describing the rotation from inertial axes to tile TV coordinate axes. ‘JIhC
commanded pointing angles are inJ)ut to AONS along with th(, desired J)icturc time. These angles
are used to construct a transformation matrix from inertial to TV coordixlates, TITV.

Let u represent the line-of-sight vector from the sj)acecraft  to Pluto or a star in inertial coordi-
nates at the time the picture is shutt,erec].  NominaI values for u will be J)rovidcd to AONS from the
last ground-based trajectory solution. To find the pixel and line location, (p, 1), corresponding to u,
first exlwess u in TV coordinates

()U1.v(l)
UTV = TITVZJ  == u~!p’ (2) (1)

?Ll,v (3)

Next, a])ply  the gnomonic  projection and appropriate scaling factors 3’4 to ot)tai]l

(2)

where

f = Focal  length of the Pluto spacecraft camera.
K. = Scale factor for the l’luto  sJ)acec] aft camera tl]at  converts

from rectangular coordinates in the focal ]daue to ~~ixel
a~ld line coordinates in a picture.

p“ , lo = l,ocation  of the optical axis (boresigl[t)  of the I’luto  sl)ace-
craft camera in pixel and lil]e coordil]ates.

Eqs. (1) and (2) will appear several
Orbit Determination Solution blocks.

times in the fol]owiug sections 011 the Geometry Update and
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Geometry Update

The  Geometry U palate block first computes an updated ~ralue  for the vecto! from the spacecraft to
Pluto in ilmrtial  coordinates at tile time of the current picture, u ‘. The last .gyour]d-based  navigation
solution sul)plies  nominal values for the vector  fronl the ipa{ecraft  to Pluto at the time of each
scheduled 01’NAV picture, XN, and for the time of closest a])proach,  7’. The Orbit Determination
Solution block supplies a value for the total change in the time of closest al)proacll  from its nominal
value, AT, after processing the previous picture. (AT’ is set to zero for the first picture processed by
AONS.) Under the assumption of a linear trajectory, the spacecraft’s asynlptotic approach velocity
vector, Vm, remains constant so that the updated value for tile spacecraft- I’luto  vector is simply

Geometry Update next  computes predictions for the locatiolls  of the Pluto and star image centers
in the O1’NTAV picture. lhe commanded camera pointing an~,les are used to conllwte  TITV*’. X“
is substituted for u in Eqs. (1) and (2) to obtain the updated ]rediction for t,lle l’luto  image center:

(4)

N lN) for each of tlw star images using its rightA similar co]nlmtation  is performed to obtain (pe , ~
ascensiml  and declination coordinates to cmn])ute a vector u that points towards the star. l’redicted
locations for the star images are passed to Image Processing as an array of offset vectors from the
predicted Pluto image center. The array contains differential coordinates A~)8 = p$’ - p: a~ld
Ala = 1: – l! for each star image.

Tile  final computation in Geometry Update is the construction of a tcnll)latc representing the
shape  of the lit limb for the Pluto image. The tem~)late is g~,[lerated as an array of offset vectors
froln the predicted I’luto  image center to points on the lit limb of the I’luto  image. ‘1’he array
contains differential coordinates Apll = plt -- p; and Alll = /(1 – 1~ for a set of points {(pfl, ill)}
along the lit limb of the Pluto image,. ‘1’he calculatioll  of the points  in this array  is sim~)lified  by the
assumption that Pluto has a regular shape, namely that of a triaxial ellipsoid. Size information for
the ellipsoid along with information on its orientatio]l  in inertial space at the ti~ne of each OPNAV
picture are input to AONS. The calculation of coordi]lates  (pll, lff) for points along the lit limb of an
ellipsoid image closely follows standard litnb scanning algorithms used in ground-based software. 4

Slight modifications have been made to allow “scanning” in ho] izonta.1 lines across the image so that
the line coordinate of each point in the template array diflers from that of the previous point by a
fixed increment. Tile  shape of the lit limb is captured hy th[, variation itI t}le pixel coordinate of
successive elements in the template array.

Image Processing

The Image Processing block is the only part of AONS that directly accesses the image data for
the current 01’NAV picture. It examines the relative values of the elen~e]lts in the array ll~(p, 1)
to determine the regions containing the Pluto and star images. For these la,ter pictures, the Pluto
image appears as a large crescent extending over really pixels in the picture. The star images, in
contrast, are point-source images covering only a few pixels ill the picture. Image Processing first
searches for and locates the larger, more obvious Pluto ilnage. It then searches for the smaller, less
evident star images using information from Geometry Update C)II their positioxls relative to the l’luto
image.

l’he  procedure for locating the I’luto  image is a VCI y basic  example of edg,c detection tec}lniques
that have long been apl)lied in various types of image a~lalysis. It is predicated 0]1 tile assumption that
the Pluto image is much brighter tha~l the backgrmu]d  field, including the star images, and tliat it
extends over a significant fraction of the total picture area. AOIYS’  edge detection algorithm examines
each (horizontal) line in the current picture searching for a seglllent  of at least IITy’ contiguous pixels
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l’igum  4: AONS’  edge detection algorithm as applied iu Image Processing. (P,,,, 1) is an etltw i!l the
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where the brightness value DN(p,  1) exceeds a specified threshold value l~N7’. The ends of this
segment are the detected edge points. The left endpoint is co],sidered  to be a valid lit limb point
(p,, 1,).$ The picture is examined from top to bottom to generat  c a complete set of detected lit limb
])oints, or edges. This process is depicted in Figure 4. The values for WY a~ld l~iV1’ are su])ldiecl  to
AONS based on the commanded exposure time for each 01’NAV picture and the expected size of
tile I’luto  image at that time.

The amay {(I)., [C ) } of detected edges provides a rough estimate of the location of the I’luto
image in the picture. I~ox navigation purposes, the center of this  image n mst he. extracted from
this more general information. AONS computes the Pluto ima[’)e center location by comparing the
general shape of the limb embodied by the points in {(p,,  1,)} with the ~wcdicted shape obtained
from Geometry Update m the array { (Apll,  Alll ) }. ‘Me algorithnl  matches every Iwssible set of points
from the lit limb template with a corresponding set of detected edges where tl]c correspondence is
determined by the pattern of vertical offsets of sequential detected edges. It computes the inner
product of a vector whose elements are the horizontal offsets of consecutive lmints  in the detected
edge array with a vector of the corresponding offsets for consecutive poi~lts ill the lit limb template.
‘1’he location where tl~is inner product is maximum is taken as tl)c best matc]t hctwcen the predicted
and actual I’luto  limb sha]ms. This process is illustrated in Fig(Ire  5(a).

$ (;arl)era  ,)~irl(,il]g is ~olltro]led  S“ctl t}lat t])e lit li,,]t) poiIl@ are guaral,  teed to fall 011 1.II? left s i d e  of the  I’luto
image.
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Forcach point in the detected edge array, the corresJJc)lldiIlglJoillt in the lit limb template at
the best matc}l  location provides an offset vector fron] tile Plllto  center to tile edge of tile image.
‘J’hisoffsct issubtractcd from the actual detected edge locatio]l,giving  (p, – Aplt,lt – Alll) as one
possible va]ue for the I’luto  image cm]ter. This is repeated fo] every set of corrcspondingtem  p]ate
and detected edge ~)oints  in the best match. The avelageof  these possible center values is taken as
the detected cxmterof  the I’lutoin~age,  (pI~,l}Z).  This isillustrate dinFigure5(b).

The final step in Image Processing is the location of the star images. T]]isis accomplished by
applyinga well-knownc  obvolution procedure called “boxfdteri~lg ~J 5, z fc~reac]l of the stars ~~redicted

to appearin the current OPNAV picture. First, thepredicted  star center is ul)date dbyaddingthe
offset vector (Ap8, Al@) from Geometry Update to the actual l’luto  image center  (PJJ,lFI). ‘1’hen, a

search is ]nade in a rectangular box around the new predicted center (P},  -I Ap8,1J, + A18)  for the
actual star image. I’hesearcll  consistsof acompariso no fsul)setsof  briglltl]ess  values, l~lV(p,l),
within the box with a template representing the brightness pattern for a poiut  source image. The
detected star image center is computed from the location oft]ie best match with the point-source
template within the search box. The width and height of th[ search boxes and the point-source
image template are input to AohTS based on the magnitudes of the stars, exlmsure  times for each
picture, andt,hccharacteristic  sof the Pluto spacecraft’s  camera.

Orbit Determination Solution

The Orbit Determination Solution Mock converts the image ohservables (p},, 11,) and {(p.,  18)} from
image Processing i~ltoitlforrrlatiorl  o~ltlle  sl)acecraft's  I'lutc)-relative  trajccto]y. Tlw star background
ties the Plutoimage  location to the inertial refererlce frwneof  tlleslJacecraft' seql]atiolls of~notioI~.
Mathematically this  relationshipi  scal}turedin  tile TITVtransforlnatic)  rl~~]atlixi ~ltroducedearlier.
‘1’he  first stepin Orbit Determination Solution is the calculation of an updated value TITV”  based
on the actual star image centers {(P., Z8)]. The offsets {(P8 –P$’,18 --l$)}  from the predicted star
centers are input to a least-squares estimator to compute Updiited  values  for tllc camera pointing
angles which are then used to construct TITVU. The second stepin this block is the computation
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of an incremental change  in tile time  of closest  approach bas(, d on the obscn vwl shift in the Pluto
iulage  ceutcr  location from its prwdictcd value. The derivatio]l  of this relatio~lshi~)  is presented in
tllc following paragrapl]s.

u 1[1 ) is computed from Eq. (4) exce])t  tliat x“ is converted toThe ]mcdictcd I’luto  center’ (PI,, ~,
TV coordinates usi~lg TITVU. I’hc actual image center location is related to a change in time of
ckrsest approach by once again invoking the assumption of a ]illear’ trajectol”y. ‘]’hc  actual  spacecraft
position is written as

‘@v  == Z;V -t VWTV (5T (5)

where Z“ is com~mted i]l Geometry Update, V& is the constant approach ~’clocity and both have
been transformed to 1’V coordinates using TITVU. 67’ represents au incremel~~al ct~ange in the time
of closest approach from its last computed value. (A?’ in Eq. (3) represents the total change in the
time of closest al)proach  from its nominal value.) NOW using ltq.  (2),

where (IJIJ,  lp) is tile detected Pluto center frolrl  Image Processing. In order to express (pf>, 11>) as the
sum of (p:, 1~) aud sonw correction!] terms that are functions of Al’, the tern]  1 / (x~l,  (3) + Vm, ” (3)tiT)
is expanded in a ‘1’aylor series about the point  dT == O. Substit  utiu~ the terl[]s uu to third order  in
dq’ f;onl  the series e;xpallsion  into Eq. (Gj and rearranging gives: -

(:)’ W ) - ’  6(”-- -W’2-’&#”3)

{ (  5$1) - ’ W ?

‘1’he  second term on the right in F,q. (7) is the shift i]l the Pluto image center due only to a
change ill the time of closest approach. ‘1’his  shift occurs in the direction represented by the vector

(8)

Given the characteristics of the nominal trajectory solution pr(wided to AONS, it is assrrnled  that
center shifts normal to c are negligible and that shifts along c are due only to changes in the time
of closest apJn-each. Introduce the center shift, or residual, vector

(9)

and rewrite Eq. (7) as

A cubic  equation for 61’ is obtained by taking the inuer  product of this equatiml  with the vector c:

C2

1()

(lo)



whcm C2 = c . c. Orbit Determination Solution crml~nrtes  &l’ as the sole real root  of the cubic  using a
stalldatd analytic formula. 2

An u~)rlate to tile total change frxn[i tile nominal closest a] ,proach ti~[w is conllmted  by adding
611, the root of the cubic, to the previous value of AT. Tlie ]imv value for A7’ is stored  for usc in
Geometry Update when the  next OPNAV picture is p] ocessed.

PERFORMANCE ASSESSMENT

The prototype AONS design described in the preceding section has been ill]] demented  and tested
as an extension of the navigation analysis software dcveloplnent  system. l’erfo~  mance  results for one
sanlp]e  Pluto flyby trajectory are given below. The nominal trajectory for this sample ftyby was
the proposed baseline for the I’luto  E’ast Flyby mission in h4 arch of 1994. AOhTS was tested by
generating a “true” trajectory slightly perturbed fronl the nominal OIN. Tt]c ]wrturbatirrns  were
cl~osen based  on the expected  accuracy of a ground-based orl)it  determination solution including
ol)tical  observations u1) to 3 clays befcme closest a~)proacll. 01 ‘ATAIJ pictures were simulated using
the true trajectory and processed try AONS  to estimate the actual time of closest apl)roach.

Figure 6 presents the nominal and perturbed, or true, trajectory characteristics in the navigation
II-plane. 6 ‘J’he nominal trajectory is characterized by an approach velocity of 17.712 knl/sec with
a II-plane aiml)oint  of -12050 km along the T axis and 8940 kttl along the Ii axis. Closest approach
occurs at 12:48:00 UIC on April 20, 2006 with the spacecraft at a distance of 15000 km from
Pluto. 01)  accuracy at 3 days before closest approach is illustrated by tile the 1 CJ B-plane error
ellipse centered on the nominal aimpoint  and the 1 u error bar around the nominal time of closest
approach. Also shown in the figure are the B-plane aimpoint  and time of closest approach selected
for the true trajectory. ‘he D-plane aimpoint is shifted outward along the D vector by a distance
of 10 km (0.80), while the time of closest apJ~roach is xnoved 200 sec (I u) earlier than the nominal
time.

A l)icture  schedule for AONS was selected from opportunities predicted for the nominal trajectory.
OPNAV pictures were simulated assrrnling that the slmcecraft’s  camera used a CCD of 1024x 1024
pixels, eacJl of size 10prad,  for a total field-of-view of 0.5°. 11 All albedo  model for Jupiter’s satellite
Ganymedc  was scaled to an ellipsoid of Pluto’s estimated size to produce bri.g;ht]less  variations on
the Pluto images. The actual spacecraft-Pluto geometry was taken from tllc true, or perturbed,
trajectory. The star itnages  were generated from a point-source model for the solid state imaging
instrrrrnent  carried by the Galileo spacecraft. Small, random pointing errors were introduced in each
picture to simulate attitude control accuracy. The pointing errors introduced a uniform shift in the
Pluto and star image centers while the trajectory perturbation introduced an additional shift of the
l’luto image location relative to the star images. The size of the Pluto i]nagc also varied slightly due
to the trajectory perturbations.

‘l The full test suite consisted of six pictures taken between 15 and 2 hours before the nominal
closest approach. I’erformance  results will be presented for au abbreviated case where only two
pictures are  ]mocessed, one at the beginning and the other nea~ the encl of this period. Spacecraft
range to Pluto and Pluto image diameter for these two pictures are listed in ‘l’able 1. These same
values for the last ground-based picture taken 2 days earlier arc also shown for comparison.

Numerical results from Image Processing and Orbit Determination Solution for these two pictures
are summarized in Table 2. The true values for the image cent[’rs  and time of closest approach and
the errors in the corresponding values computed by AONS  are also shown. A graphical re~mesent,ation
of the Image Prc)cessiug results for the first picture is shown i] 1 Figure 7. TILC si]nulated  image is
shown as the background with various overlays indicating the steps in Image Processing. The yellow
overlays indicate the predicted image locations for the ]Iominal  trajectory and camera pointing. ‘1’hc
green overlays are predicted lit limb and terminator points. The I ed overlays are the detected lit limb
points and tl]e corresponding points on the lines where tlm l)IV ~alue falls below the threshold ljN1’.

q’llis corresl>oIids  to values of K= = 136.53 pixels/Innl,  j = ?50 mm am] po = /0 :- 51? for the’ camera paramwcrs
irltroduccd  in l~;q. 2.
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l’igure  6: 11-I’lane  targets and time of closest approach for ] Ioxninal and perturbed trajectories

‘J’able 1: Spacecraft-1’lutorangear]d l’lutoitnage dianlete ]sforsil[~ulated  ol’hTAV pictures
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EPicture ‘1’ime’

(hrs)

E

-14.7

-3.7

Actual Star Centers
l’ixel Line

(pixels) (pixels)

185.945 161.177
918.798 104.523
258.922 312.519
790.734 917.043

—————.—. _
Detected Pluto Center

Gz::lz$;;$k

EELELEE_-E
———
Detected Star Centers:

———. —
Pixel

(pixels)————
185.97
918.87
258.96
790.83———

-—. — .
l i ne

(~)ixels)- —  ————
1GI.1O
104.54
312.55
917.02.— -  —

Error

Line
——. .—

l’ixel
(~}ixcls)——. . .—
0.025
0.072
0.038
o.y)~

(pixels)

-0.077
0.017
0.031

-0.023

/ I’icture  l’ime”
—————  ———— .

I Estimated ‘Iilne of Closest Approacl]l  11~1

“1’ictur-e times given as hours before the nominal closest approach time of 2006 Al’It 2012:48:00
ET.

Table  2: Detected image centers and time  of closest a~)] )roach cstimat  es fl cm AONS

The green overlays are drawn over the red overlays to indicate the best ]natch between the lit limb
teln[date and the detected limb points. Only the overlays on tl}c left of the P]uto  image are used in
determining the best match- they are the lit limb template and tile detected ]i~t]b lmints.  ‘I%e red and
green overlays on the right are predicted and detected terminat(n-  points which are not used in Image
Processing. ‘1’he  red cross in the center of the Pluto image indicates the center  location calculated by
Image Processing. The blue boxes and crosses at their centers indicate the predicted star locations
and the search areas  for the box filtering algorithm. The red crosses indicate the locations within
the search areas where the actual star images are fou]ld. The star images the~[~selves are too small
to be visible under these overlays.

l~igure 8 illustrates the Science Sequence Update step applied to a re~mesentative  near encounter
science  observation. The samp]e  observation consists of a series of 10 fraI[lcs  running from the

terminator to the lit limb in the mid-section of the Pluto image and is sc]leduled to begin at 5
minutes before  the nominal closest approach time. Figure 8(a) S11OWS  the ideal design where pointing
angles and start tilne  are chosen for the nominal trajectory. Figure 8(b) shows the same design with
the Pluto image in its correct location for the perturbed (or t] ue) trajectory. Without the AONS
updates, this observation will entirely miss its target. Figure 8(c) shows the mosaic design using
the nominal pointi~lg angles but with its start time sliifted  by the amount co]n]wted  from AOhTS’
I)rocessing of the first picture. A few of the frames are now capturing part of the I’luto  image. The
design n~oves even closer to the ideal case after AONS” update from the second ])icture  as shown in
k’igure 8(d). The background grids in the figure represe~lt  right ascension and declilmtion  coordinates
on the celestial sphere. l’he  grid lines and mosaic frames always appear in the same location since
camera poiutillg  atlgles are not modified by AONS.

‘Me, ~~erforxnaucc results presented above have bcmi verified by irrl]}l[:~[le~lt~ltiorl  arid testing of
the l)rototyl)e  system in the Flight System Testbed  (I$T) at .1 PI,. Tho F’ST ])rovides  a flight-like
environtnerlt  using both software tools and actual flight hardware to sit nulate  s~)acecraft  operation.
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(a) original mosaic design for nominal trajectory.
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(b) Mosaic fails to capture Pluto for the true trajectory without start tilr,e u])c]ates from AONS.
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(c) %me of the mosaic frames capture Pluto after the first start time update from AONS.
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(d) Most of the mosaic frames capture Pluto after the seco~,d start tinw u],date  from AONS.

Figure  8: lJl)date.s to sample science observation using AONS’ s[dutions  for t inlc of closest approach
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Successful  testing of AONS in 1+’S’1’  ~movides confidence t})at a fligllt,-[l~lalifi(,cl version can he de-
veloped to meet a proposed  requirement of less than 10 scconcls uncertainty in the estimated time
of closest a~)proach  when the last OPNAV picture is taken and processed at about 4 hours bc,fore
closest approach.

Future Development

Much work remains to be done to evolve the prototype A( JNS to a flight-qualified system. The
prototype demonstrates only the most basic functionality and was desig[led  with poor knowledge of
desired performance requirements. Formal performance requirements that satisfy mission objectives
should be determined by engineering and science teams. l’he  p] ototype dcsigrl can then bc evaluated
in the framework of those requirements to identify the ]Iecessary modifications. Some areas of concern
and the changes that they lnay impose on the system are discussed in the following paragraphs.

One of the simplifying assumptions for the prototype systcm  is that the OPNAV picture tilncs
are selcctecl and programmed into the spacecraft encounter sequence based on the best available
ground-based trajectory. For the worst-case downtrack errors, the Pluto image may shift far enough
from its nominal predicted locations that it is ~lot captured in some of these OPh’AV  pictures. lhe
tacit assumption has been that a sufficient mrrnber of successful obscrvatimls  can bc guaranteed
by adding some extra opportunities to a baseline picture schedule. l)his  strategy has not been
considered in detail nor have any test cases been run to demonstrate its validity. If this strategy
is not adequate, it may be necessary to add a picture plannit  Ig function to AONS. ‘his function
would continuously evaluate OPNAV picture opportunities and implement observations as they
occur during the encounter. This would significantly increase system conlp]exity  since it requires
greater interaction and coordination with other spacecraft colitrol  functions. With or without the
picture planning function, error handling will have to be added  to the basic system to allow it to
idcnltify and eliminate any missed observations.

Like the worst-case dowlltrack  errors, worst-case shifts in the B-plane ain]point  can also cause
problenls.  The assumption that the observed shift in the Pluto itnage center can be attributed
entirely  to a change in the time of closest approach may not be valid under these circumstances.
The contribution of shifts in the 11-plalle  aimpoint should be a~lalyzed to deterlnine  if they should be
considered in the orbit determination solution. The single cubic equation could be replaced with a
three-parameter lewd-squares filter that estimates B-l)]ane airnpoint coordinates m well as the time
of closest approach. This filter could improve the accuracy of the estimation of the time of closest
approach by isolating it from contributions due to B-plane shifts.

The centerfrrrding procedures in Image Processing should be more carefully evaluated. The algo-
rithms for Pluto and star images need to be tested on pictures including random noise characteristic
of the catnera in the Pluto environtnent. Additional routines may be required to insure that the real
images  can be distinguished from background noise signatures. Time constraints in AONS’ devel-
opment schedule caused the restriction that camera pointing b[ controlled to put the lit limb on the
left of the Pluto images to remain in the design. It should be relatively straightforward to modify
the procedure that scans horizontally for lit limb points to determine the orientation of the Pluto
image in the picture frame and select the proper scan directior).  This extension would be necessary
if the camera pointing angle representing rotation about the boresight (the “twist” angle) cannot be
actively cxmtrolled.11  Also, the moon Charon will be appearing in the pictures with Pluto itself until
rather late in the encounter. Modifications to the crmterfinding procedures are needed to handle
pictures containing multiple extended body itnages. Finally, the basic edge detection algorithms
may have to be augmented with more sophisticated algorith)l  IS if centerfinding  accuracy must be
reduced below 1 pixel.

Overall fault tolerance and robustness of the system were not addressed in the prototype design,
but must be considered a priority for any flight system. Error handling lmocedures must bc designed
and integrated into the existing system. This includes treatn lent of ~molderlls within AOh’S’  own

II ]~11 colltrrrl  of camera pointing, including twist angle, was part of ttl? I’FIF spacecraft [Iesig[l.
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srrbs.ystcms  as well  as its interaction wit}) the rest of the s])acccraft  flight  control system. Such

feat&s have  not  been  Cml)hasized  in ground-based IIavigatitm softwar:”  due to the Imsencx  of a
human analyst in the 1001).

CONCLUSIONS

An autonomous optical navigation capability has been pro]~osed to meet  navigation requirements
WithiIl  the unique constraints of a Pluto flyby mission. A prototype design for the autonomous system
has been derived from traditional ground-based navigation p] ocedures. Its high-level architecture
mimim  the basic steps used in ground  operations. Simplified irrl~>]emelltatiorls  c)f these basic steps
have been developed by exploiting the special characteristics of a Pluto mission. The prototype has
been successfully tested for a sample Pluto trajectory on navi~ation  analysis computers and in the
Flight System Testbed  at JPL. The system reduced the uncertainty in the tin ]e of closest approac~l
from a few hundred seconds to approximately 1(1 seconds using optical data taken up to 4 hours
before closest approach.

The migration of navigation functions to tile spacecraft ffigllt system repr esellts  a significant de-
~)arture from navigation operations for previous missions. The  Pluto autononlous  optical navigation
system is one of the first proposed uses of such tech rlology fm interplanctar  y lnissions.  Successful
testing of the prototype demonstrates that its design forms a ~,ood foundation for development of a
true fIight system should a I’luto  mission be undertaken in the future. This system may also serve as
a stepping stone in the development of a gcmeric autonomous navigation cal}ability  for other types of
missions. Many of the functions included in t}le Pluto system will also be Ileeded iu a more gcmera]
system.
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