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Abstract - Satellite radar interferometry provides an important new tool for determining

ice-flow velocity. Interferometric measurements made from a single track direction are
sensitive only to a single component of the three-component velocity vector. Observations
from along three different track directions would allow the full velocity vector to be deter-
mined. A north/south-looking SAR could provide these observations over large portions of
the globe but not over large areas of the polar ice sheets. We develop and demonstrate a
technique that allows the full three-component velocity vector to be determined from data
acquired along two track directions (ascending and descending) under a surface-parallel
flow assumption. This technique requires that we have accurate estimates of the surface
slope, which we deter mine interferometrically. To demonstrate the technique, we estimate
the 3-component velocity field for the Ryder Glacier, Greenland. Our results are promis-
ing, although we do not have yet ground-truth data with which to determine the accuracy
of our estimates. This technique provides the ability to measure the vector velocity field

anywhere on an ice sheet once the necessary data are acquired.

. INTRODUCTION

An understanding of the flow dynamics of an ice sheet’s outlet glaciers and ice streams
requires knowledge of their flow velocity and strain rates (i.e., velocity gradients). With the
advent of the Global Positioning System (GPS), glaciologists now arc able to make precise in
situ estimates of ice-flow velocity, While highly accurate, it is time consuming and logistically
difficult to make such measurements. After along field season, a glaciologist islikely to have

measured velocity at only a few dozen points. lee-flow velocity aso has been measured from




the displacement of features observed in pairs of visible [1] or synthetic aperture radar (SAR)
images [2], but these methods do not work well for the large, featureless areas that comprise
much of the ice sheets. Thus, the need for detailed ice-flow velocity measurements over wide
areas has not been met by conventional techniques.

Since the launch of IRS-1, the capability of satellite radar interferometry (SR1) data for mak-
ing detailed ice-flow velocity measurements has been firmly established [3]-[ 15]. The mecasure-
ment of ice motion using SR1 was first demonstrated by Goldstein er al.[3] for an area on the
Rutford Icc Stream, Antarctica. Hart] ez al [4] have used ERS interferometry to study tidal dis-
placement on the Filchner-Ronne Icc Shelf. Kwok and Fahnestock [5] measured relative veloci-
ties on the North-East Greenland Ice Stream. Joughiner al. [6]-[ 10] have mapped topography
and measured absolute velocities in Greenland and detected a mini-surge, Rignot et al. have used
ERS- Linterferometry to measure ice velocity [11], grounding-line position [12], and tidal flexure
[12] in Greenland, and SIR-C interferometry to study topography and ice motion on the San
Rafacl Glacier, Chile [13]. Fatland [ 15] has made SR1 velocity measurements on Alaskan Gla-
ciers and Vachon ef al. [14] have used interferometry to study Canadian glaciers.

Previous studies [3]-[ 14] have relied on images collected aong a single satellite track. A
repeat-pass interferometer, however, is sensitive only to surface displacement that is directed
along the line of sight from the radar to the ground. As aresult, interferograms acquired along a
single track arc sensitive to vertical displacement and only the across-track component of hori-
zontal displacement, Furthermore, without additional information, it is not possible to unambig-
uously separate the mixed horizontal and vertical displacement signals in an interferogram. in

this paper wc derive a technique for estimating all three components of the ice-flow velocity vec-



tor using two non-paralel tracks (i.e., ascending and descending tracks) and surface slope from
interfcrometry.

Wc begin with a brief review of interferometry followed by a derivation of the technique for
three-component velocity determination. We then apply the technique to estimate the three-com-
ponent velocity vector for an area over the ice sheet and the Ryder Glacier, Greenland. Next wc
discuss the limitations and sources of error in the technique. Finally, wc discuss the current limi-

tations to and future application of the technique.

[1. INTERFEROMETRY BACKGROUND

A. Interferometer Geometry

The geometry of an interferometric SAR is shown in Fig. 1. The interferometer acquires two
images of the same scene with SARs located at S, and S, . The first SAR is at altitude / and is
travelling in the y_ direction. From S, , the look angle, 6, and the slant range, r,,, are determined
by a points ground range, x,, and elevat ion, z, above some reference €llipsoid, The range to the
same point from the SAR at S, differsfrom r,, by A. For a single-pass system, such as TOPSAR
[16], two images are acquired simultaneously using separate antennas. A repeat-pass interferom-
eter, on the other hand, acquires a single image of the same area twice from two nearly repeating
orbits or flight lines. Repeat-pass interferometry is examined in this paper since single-pass inter-
ferometry is not sensitive to surface displacement.

The baseline separating the SARS can be expressed in terms of its components normal to, B,,,

and paradlel to, B, areference look direction. A convenient choice is to let the nominal center

r’

look angle, 6, define the reference look direction. The angle 6, then denotes the deviation of 6




Fig 1. Geometry of an interferometric SAR.

from 0,.

B. Interferometric Phase

For repeat-pass interferometry, the range difference between passes is estimated using

A ¢l nwrap )\,
A= ‘2]( P= 4q Tunwrap® (D
where ¢,,,,,,, denotes the unwrapped intcrfcrometric-phase difference and 2 is the radar wave-

Iength. Note that phase-unwrapping algorithms, which arc used to remove the modulo-2x ambi-

guity in the interferometric phase, yield only the relative phase as there is an unknown constant



of integration associated with the unwrapped solution [17]. It is assumed here that ¢,,,,,.,,,, has
been processed to remove this ambiguit y [8] (i.c., with the aid of tie points). The ERS-1SAR
operates at a wavelength of A = 5.656 cm so that A typically can be measured with sub-centime-
tcr accuracy.

With arepeat-pass interferometer, A isaffected by both topography and any movement of the
surface between orbits that is directed toward or away from the look direction of the radar. There-

fore, the interferometric phase can be expressed as the sum of displacement- and topogra-

phy-dependent terms,

q)unwrap = ¢topography + ¢displacement' (2)

C. Iffect of topography

Referring to Fig.1, the basclinc and range difference due to topography, A, aphy» &C
related by
B sin® .+ B 0. = - A i Atzopography+ IL 3)
nSIMY,;+ pCOS d — 7 “Mopography ”_—270——* ‘2—7‘0'
Applying (1) and (3) the phase duc topography is solved for as
= 5
(btopography = 2k { r + ,.(2»- 2;'0({1,ls1n~9(}11;s11pcos 0,)+ 8 )
= - 2KB _sin®, -t B cosO —22{ (4)
- n" d p o d O%r”.

D. Iffect of Displacement

The contribution to the phase from surface displacement, A, is given by

0 = 2k(A, xqsinq!— Ay cosy), (5)




where A, | denotes the component of displacement tangential to the surface of a reference cllip-
s

soid and directed across track, and A, , denotes di spl acement directed normal to the ellipsoid.

The incidence angle, v, is defined with respect to the local normal to the ellipsoid (see Fig. 1).

For steady motion, the phase is related to the surface velocity by

bq = 2k8T(v, siny - v,co8y), (6)

where 87" is the time between acquisition of images.

L. Baseline Model and Isstimation

ERS- 1 orbits arc not known well enough to estimate baselines with the level of accuracy
needed to generate DEMs and cst imate mot ion. As a result, the baseline must be determined
using tic points [ 18]. The baseline varies along the satellite track, which wc model as a linear
function of the along-track coordinate, y,. The baseline is then represented as

B, = K+ 5;,{%; i J ™
y

S

and

) /’
U

(n,, = B+ Blg)vf—_ jys,(‘},
where B, and B; are the components of basel inc at the frame center, y, ., and 8B, and 8B, arc
the changes in the baseline components over the length of the frame, L),S.

With alinear model for baseline variation, there arc four unknown parameters: B, , B, 8B,,,

o8 ,. There is aso an unknown constant associated with the phase after it has been unwrapped.

Wc make an approximation to implicitly incorporate this constant into the baseline solution so




that only the four baseline parameters need to be determined [8]. We then estimate the baseline
using alinear least-squares solution [8][ 19] with at least four tic points.

Even if the baseline were determined perfectly (i.e., so that the baseline estimate contributes
no error to the velocity estimate), the estimated baseline would differ dlightly from the actual
baseline. This is because approximations in the baseline model and errors in some of the inde-
pendent parameters (i .c., satellite alt it ude) arc compensated for by using an effective rather than

exact baseline. The difference between the true and effective baseline length is small,

111. ESTIMATION OF THREE DIMENSIONAL. ICE-F1.OW VELOCITY

A. Surface-Parallel Flow Assumption

For ice-dynamics studies we wish to measure the three-component velocity vector

E vij +v.2 = v 4v2. (8)

The line-of-sigh~ observation made from along a single track yields only one velocity compo-
nent. Thus, three interferometric observations from linearly independent directions arc necessary
to fully resolve the velocity vector. Observations acquired from three directions can be made
with a SAR that has north/south-looking capability. ERS-1/2 is only able to ook north. Further-
more, it is not possible to obtain north- and south- looking coverage at high latitudes, including
large parts of Antarctica. Therefore, it is desirable to have the ability to measure the full velocity
vector with less than three observation directions.

If wc make the assumption that surficial ice is constrained to flow paralel to the ice-sheet



surface, z,(x, -y), then vertical velocity is related to horizontal velocity by

V. © [ nyzt()(, _V)]th . (9)

Substituting this expression into (8) yields

Vo= v+ [nyzt(x, y)]thﬁ , (lo)
which allows the full velocity vector to be determined using observations from just two different

directions when the surface slope is known. This means that crossing ascending and descending
ERS orbits are suitable for estimating the full ice-flow velocity vector.

In genera ice does not flow parallel to the surface. Instead, ice flow is inclined slightly
upward from the surface in the ablation zone (arcas of net ice loss) and is tipped slightly down-
ward in the accumulation zone [20]. This deviation from surface-paralel flow, which is called the
submergence/emergence velocity, allows the ice sheet to maintain is’/:/;t'eady-state shape by mak-
ing way (submergence) for new ice in the accumulation zone and by replacing (emergence) ice
lost in the ablation zonc. in steady state, the submergence/cmcrgencc velocity is equal to the
local mass balance, which is of the order of afew decimeters pcr year for most of Greenland. In
fast moving areas with bumpy terrain, the vertical-component of motion due to surface-parallel
flow is large with respect to the submergence/emergence velocity. In areas where there is heavy
ablation or accumulation the surface-parallel flow assumption may yield significant errorsin esti-

mates of vertical motion, Estimates of the horizontal components of motion should be relatively

unaffected by deviations from surface-paralel flow.
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Fig 2. Vectors and angles used in determining ice-flow velocity.

B. Estimation of velocity vector under the surface-parallel flow assumption
In this sub-section wc derive the equations nccessary to estimate the ice-flow velocity vector
from two non-parallel (i.e., ascending and descending) tracks under the surface-parallel flow
assumption, We begin by defining a three-dimecnsiona], right-handed, xy z -coordinate system
with some arbitrary orientation of the x y axesin the plane tangential to a reference ellipsoid
(Fig. 2).

leta and d be the unit vectors corresponding to the across-track directions of the ascending
and descending passes, respectively. The angular separation of tracks is denoted by o (Fig. 2).
The across-track vectors form a non-orthonormal basis, allowing the horizontal velocity vector to

be expressed as

Vv, = v,a 4 vd- (12)
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Applying (6), the across-track components of velocity as a function phase are

T, ¢d a
v,a = —————+v Coty
W7 kST simy, 2 Y (12
and
T4 ¢
vid = %2 4y coty,
h 2k87 yimy,  C d

Here the motion-only interferograms ¢, , and ¢, , have been unwrapped and referenced to a
stationary surface so that a phase value of zero indicates no displacement. Since the basis (&, d)
is non-orthonormal,

Vo VA (13)
and

vdvaQ.

Thus, we need to determine the relation between the ad coordinates and the projections of the
horizontal velocity vector on to basis vectors @ and d , which we can determine from the interfer-

ograms. Theserelat ionsare derived in the Appendi X. From (AS) wc have

7

v v, @
[ﬂsn’&’ (14

A

v, d
where

= (h_]h) 1 -cosa
Sil]%l - oSO 1

We now need the transformation from ad to x y coordinates, Referring to Fig. 2, the ad

basis vectors can be expressed as

a = cosPx + sinBy 15

and
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d = cos(o+ B)& 4 sin(a+ B)J.

The desired coordinate transformation is then

v
J ; (16)
v[l

cosf  cos(o+ B)]

sinB. sin(o + B) '

where

A=

Applying (12), (14), and (16) wc obtain

5 S,q),d T 4 v coty,
Vil _ AR koT  siny
| (1
"y 0a,4 — 4 v_col
2kdT ysiny, T Va
Applying the surface-parallel-flow assumption,
- 0 _,. )
v, = vxg;z,(x, y)+ vya—vz,(x, y), (18)
wc obtain
L q)d, a
. 2k87T si )
[‘*J = AR a1 Vg +ABC[‘J‘J, (19)
v, O v
b} . _vdd b
72k8'l'dsin\|!d
Where
dz, dz,
= cot =— COt
¢ - [V gyt (20)
aJz, 0z

t
ax cot \If{[ —a*}; cot \]fd
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Solving (19) for v, inxy coordinates yields

, 1 |2k8T siny.
A = g-aBcy AR @ Yal @1
Yy _ ¢d'L‘.L

2k8T ysiny
This equation defines the spatial] y varying relation for determining the horizontal velocity vector
from the unwrapped phase values. Once v, is computed, v, is determined via (1 8). In the next
section we apply this technique to an area in Greenland where we have data from crossing

ascending and descending passes.

IV, APPLICATION TO THE RYDER GI .ACIER, GREENILLAND

Adjacent ERS-1 tracks were widely spaced during the commissioning and ice phases of
ERS- 1 so that there are only a few areas in Greenland where ascending and descending tracks
cross. During the tandem IRS-1/2 mission there were no gaps between adjacent tracks so that, in
principle, crossing ascending and descending swaths could be collected anywhere. The majority
of the Greenland data collected during the tandem mission were from descending passes. Some
tandem ascending data were collected, however, so three-[lilllcnsiollal velocity estimates can be
cstimated at several sitesin Greenland. There arc also several areas in Antarctica where thistech -

nique can be applied using data from the tandem mission.

A. Study Area and Data Set
WCc obtained a set of ascending and descending images that cover an area on Ryder Gla-

cicr in northern Greenland (see inset map, Fig. 5). This outlet glacier drains a basin of 28,300
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km?2, which is roughly 1.7% of the inland ice area. Bascd on the accumulation rate data of Ohm-
uraand Rech [21], the total accumulation for the basin is 5.0 km>/yr water equivalent, making

the Ryder a moderate-sized outlet glacier for Greenland.

An implicit assumption in the derivation of (21) is that ice flows at a steady rate during
acquisition of the ascending and descending passes. Usually thisis a reasonable assumption for
icc flow, especialy if the data arc all acquired in winter. Joughin ef al [7] and Kwok and Fahne-
stock [5] observed steady flow rates for periods ranging from days up to nearly two years. The
Ryder, however, varies its speed. A mini-surge occurred sometime in the interval from Septem-
ber 22 through November 8, 1995 [ 10]. During this event, the speed on parts of the glacier
appears to have increased by more than a factor of three over the normal rate. The descending
data used in this study were acquired September 21-22, 1995 while the ascending data were col-
lected November 8-9 of the same year. These interferograms, which are shown in Fig. 3, were

used to bound the period over which the mini-surge occurred [10].

The Ryder appears to have been in its normal flow mode when the September and
November interferograms were acquired, The mini-surge bet wcen these acquisitions, however,
means that there may be differences in the flow rates observed during the September and October
acquisitions. Wc believe that any such differences arc small. Thus, for the purposes of demon-
strating our technique, wc assume that the flow rates were the same when the ascending and

descending interferograms were acquired,

The difference in track directions, o, for the ascending and descending interferograms is

95.6°. The across-track direction of the descending intcrfcrogram is nearly aligned with the flow




()

Fig 3. (a) Descending interferogram formed from images acquired September 21-22, 1995 with

B, =423 m. (b) Ascending interferogram generated using images acquired November 8-9, 1995 with
B, =95.3 m. 130th interferograms have been processed to remove the effect of topography so that

phase variation is due to displacement and phase errors such as atmospheric effects,

direction over large parts of the glacier so that there is a strong displacement signal. The promi-
nent sets of tig,htly-spaced, parallel fringes visible. in the de.sc.ending interferogram (Fig.3) are
associated with velocit y gradients across the shear margins. in contrast, the across-track direction
of the ascending interferogram is nearly orthogonal to the flow direction so that there is little
effect from horizontal displacement. The often circular or “bull’s eye” patterns of fringes in this
interferogram are primarily the result of vertical motion [7]. Similar patterns are also present in

the descending interferogram as sensitivity to vertical displacement dots not depend on track ori-

entation.




16

Surface slope estimates are needed to measure velocity using (21). To determine slope,
we generated a high-resolution interferometric DEM for the ice-covered areas, which required
doubledifferencing pairs of interferograms to cancel the effect of motion [5] [7]. ThisDEM hasa
pixel spacing of 80 m and is shown in Fig. 4. The relative (short scale) accuracy of the DEMison
the order of a few meters, Baseline error and other errors may have introduced long-wavel ength
(i.c., greater than 10 km) errors of up to a few decameters. Fortunately, such long-wavelength

errors have little effect on the accuracy of slope estimates.

Rugged topography made it difficult to unwrap the phase in the ice-free areas. As aresult,
wc did not attempt to estimate the topography for the ice-free regions. Instead, the data from
these regions of the DEM shown in Fig. 4 are resampled elevations from the KM S (National Sur-
vey and Cadastre) DEM (0.5-km resolution), which was provided to us by S. Ekholm [22]. This

dots not affect our results, as wc need slope data only from of the ice-covered area.

B. Coordinate System

We used the polar stereographic projection of the special sensor microwave imager (SSM/1)
grid for our velocity estimates. With this coordinate system, the origin is located at the pole with
the x -axis directed along 45° E and they -axis along 135° F. In Fig. 3 and in subsequent figures,
the x-coordinate increases from left to right and the y -coordinate increases from bottom to top.

The direction of true North is nearly aligned with the positive y-axis in these figures.

C. Velocity Field

To estimate velocity, we began by processing raw SAR signal data into complex, single-look



Fig 4. High-resolution, interferometrically -derived DEM of Ryder Glacier, The DEM is shown as a

shaded surface with the light source directed from above along the. < -axis. Elevation contours are plotted
over the surface at 10()-m intervals. The images used to generate the DEEM were acquired in March 1992,

during the first ice phase of ERS- 1,
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images from which we created interferograms. After unwrapping the phase, wc estimated the
baseline using tie points from the ice-free area. The elevations of these tic-points were deter-
mined from the KM S DEM. After baseline estimation and flattening the interferograms exhibited
small tilt errors, which we attributed to insufficient tic-point control in the baseline estimation
procedure. To improve the results, wc included tie points from the ice-covered area. Since we did
not have GPS velocit y measurements, wc used balance-velocities [20], which wc estimated [25]
using the KMS DEM, an estimate of bed topography, and the accumulation data from Ohmura
and Rech [21], Wc selected these extra tic points from the slow moving areas where bal-
ance-velocity errors arc roughly a fcw m/yr. While not nearly as accurate as GPS-measured tic
points, wc believe the baseline solution determined using balance-velocity tic points is far more
accurate than the solution based solely on stationary tic points from the icc-free area. After esti-
mating the baseline, wc cancelled the phase duc to topography by differencing the interfero-
grams with synthetic topography-only interferograms generated from our DEM (Fig. 4). The
resulting motion-on] y interferograms, ¢, ;and ¢, ., were used to estimate velocity via (18) and
210).

The horizontal-velocity field for the Ryder is shown in Fig. 5. The Ryder has two branches,
which converge at 1000 m elevation and then flow out through the Sherard Osborn Fjord, where
the ice eventuall y goes afloat. At higher elevations the regions of converging flow associated with
each of the two branches are visible while further downstream the shear margins of the two
branches become more distinct until finally they merge to form asingle tributary. In places where
there arc flow stripes or other indicators of flow direction, wc get good agreement with the mca-

surcd flow direction. Asthe icc begins to enter the exposed confines of the fiord, flow is shunted



-1,,1<100” m/v1 ------ ]\'h > 100 10/y1

Fig 5. Horizontal velocity field plotied over the SAR amplitude image of the Ryder Glacier. Green con-

tom are at 20 m/yr intervals and blue contours at 50 m/yr intervals. Red arrows indicate flow direction

and have length proportional to speed. The image was acquired September 21, 1995.
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to the west by what is likely a bedrock obstacle. once around this obstacle, the flow bccomes
more evenly distributed across the fiord. In addition to the Ryder flow field, the enhanced flow
associated with several smaller glaciersisalso visible.

The vertical component of the Ryder velocity field is shown in Fig. 6. Because the estimated
verlical displacement is proportional to horizontal velocity and surface slope, thereis only signif-
icant variation in regions where motion is rapid and the topography undulating. The verti-
cal-velocity field is dominated by variation with length scales of afcw ice thicknesses (i.e., afew
kilometers). The submergence/emergence contribution to the vertical component of velocity not
accounted for by our estimate should vary over longer length scales and have an elevation depen-
dence. Overall, ice flow is directed downhill so that vertical velocities are predominantly nega-
tive (red contours). There are afcw areas, however, where ice must flow uphill to get over abump
(blue contours).

Different types of glaciological study require different levels of accuracy in velocity esti-
mates. For estimation of ice discharge and for some icc dynamics studies, velocity errors of afew
m/yr with length scales of afew kilometers can be considered negligible. For other ice dynamics
studies the fine-scale details of flow arc important because they represent the effects the of longi-
tudinal stress gradients and can yield information regarding basal conditions [26]. This type of
study requires a high degree of relative accuracy over length scales of afcw kilometers since the
amplitude of the fine-scale variability issmall.

To examine the fine-scale details of our velocity estimates in greater detail, Fig. 7 shows
velocity and elevation data from along the S0-km magenta profile shown in Fig 6. The velocity

data in Fig. 7aillustrate that the magnitude of the short-scale variation is small with respect to
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Fig 6. Vertical component of velocity for the Ryder Glacier. Results from along, the magenta profile are

shown in Fig. 7. The amplitude image was acquircd November §,1995.
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absolute velocit y. Fig. 7b shows |v,| and z after high-pass filtering to remove variation with
length-scale greater than 5 km (i.e., roughly 5 ice thicknesses). No filtering was applied to the
vertical component of velocity since it exhibits little variation over length scales greater than a,
few kilometers.

‘I"’he peaks in the small scale horizontalficld velocity field occur at the tops of bumps or just
on the downhill side of the bumps. The fine-scale horizontal and vertical components of velocity
have similar magnitudes and are roughly 180 degrees out of phase. On the right side of Fig. 7(b),
at the largest bump in the surface topography, one can see that the minimum in horizontal veloc-
ity corresponds to the minimum in surface slope (the maximum up glacier slope), and the maxi-
mum in velocity corresponds to the maximum slope on the down-flow side. This makes sense
from the point of view of driving stress, but without bed topography wc cannot address the issue
using continuity.

The results in this example seem reasonable and perhaps not overly corrupted by estimation
error, Further research is needed to determine accuracy. As discussed below better characteriza-
tion of the various errors and how they contribute to overall accuracy is needed. Consistent esti-
mates from several sets of interferograms would help establish the validity of the data for the
study of the fine-scale field. We also need to compare. GPS velocity measurements with interfer-

ometric measurements to firm] y establish the accuracy of our results.

D. Errors

We appear to have measured the main elements of the Ryder flow field. While our results

indicate that it is possible to measure the vector velocity ficld for ice flow, wc have not yet estab-
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lished with what accuracy these measurements can be made. Analysis of the error is complicated
by the fact that we do not have yet good characterizations of all sources of error, Error sources
also combine in a complicated and spatially varying way, which makes analysis difficult. Finaly,
wc have no ground truth data with which to fully validate our results. For these reasons, wc limit
the discussion to a description of the potential sources of error and leave a complete analysis of
error as atopic for further research.

inaccuracy in three-component velocity estimates is the result of misregistration, slope, base-
line, DEM, phase-unwrapping, and phase errors. Registration error occurs when the ascending
and descending interferograms and the DEM are not properly coregistered. Misregistration is
caused by inaccuracy in the satellite ephemeris, along-track timing, and other data used for
geolocat ion aswell as by errorsin the DEM used to remove the terrain distortion present in SAR.
imagery. Our data were registered with an accuracy of about 80 m for areas on the ice sheet. Icc
velocity and topography typically vary over scales greater than about onc icc thickness (roughly
0.5- 1.2 km for the Ryder) so that misregistration is small with respect to the natural scale of vari-
ability. As aresult, misregistration is typically only a factor in regions of strong phase gradients
such as across shear margins and around bumps. This means that registration error primarily
affects the accuracy with which wc can measure the fine-scale details of the velocity field.

Accurate estimates of horizontal and vertical components of velocity require accurate surface
slope estimates. The smooth nature of icc-sheet topography allows interferometric DEMs to be
heavily filtered to nearly eliminate speckle as a significant source of slope error. Slopes dcter-
mined from interferometric DEMs are affected by several other sources of interferometric phase

errors (see below) that have length scales comparable to that of the topographic variation [7].



Multiple DEMs can be averaged to reduce slope errors [7]. Slope errors contribute to inaccuracy
in measurements of fine-scale details of the velocity field.

Errors in the interferometric baseline yield residual, almost linearly-varying errors across
motion-only interferograms. Baseline errors arc often the largest source of error in interferomet-
ric velocity estimates. A large number of accurate and wc]] distributed tic-points and a short
interferometric baseline will help minimize these errors [9]. Since adequate tic-point information
is often not available, there are many areas where baseline error can severely limit the accuracy
of velocity estimates. Baseline errors have no effect on the ability to resolve subtle variations in
the fine-scale velocity field.

An accurate DEM is needed to avoid residual topographic effects in the motion-only interfer-
ograms used to est i mate velocity. Sensitivit y of velocit y esti mates to DEM error is proportiona
to the baseline length, so using interferograms with short baseline lengths is important for keep-
ing this type of error small. Potential long-wavelength errors in our interferometric DEM may
have introduced errors of afcw meters pcr year in our velocity estimates. DEM errors, especially
for longer baselines, can affect the ability to resolve both the long- and short-wavelength features
in the velocity field.

Phase unwrapping errors lead directly to velocity errors. A phase unwrapping program must
locate discontinuities of greater than +r and mark thcm with branch cuts so that the phase is not
integrated across the discontinuity y, which would otherwise introduce an error [17]. An improp-
crly placed branch cut causes a phase discontinuity to be shifted from its actual position. Even
when placed incorrectly, however, a branch cut keeps the error local instead of allowing it to

become global, which would occur if no branch cut was used. Phase unwrapping errors on ice
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sheetst ypicall y occur where there arc strong phase gradients such as at bull’s cyc patterns and
shear margins, Phase unwrapping errors arc reduced by eliminating strong phase gradients and
improving interferometric correlation, Shortening the temporal baseline reduces phase gradients
while increasing the incidence angle can further reduce the phase gradients caused by vertical
displacement. Correlation can be increased by decreasing the interferometric baseline length, by
reducing the temporal baseline, or by increasing the range resolution [23].

Phase noise due to speckle is often considered the limiting factor of interferometric measure-
ments. This type of phase noise dots limit our ability to unwrap the phase correctly. Once the
phase has been unwrapped, however, speckle is not a major limitation for ice sheets as the natural
scale of variability allows a large amount of filtering for speckle reduction while retaining an
adequate level of resolution (i.e., 100-200 m). Speckle is a more significant problem for moun-
tain glaciers where the features arc much smaller.

There arc several other types of phase errors in ERS interferograms that have length scales
comparable to those of the measurements wc wish to make so that they are not easily fixed with a
simple smoothing filter. in addition to directly affecting velocity estimates, these errors also
affect the accuracy of the interferometrically derived DEMs used to estimate slope and cancel
topographic effects. ERS- 1 interferograms from high-latitude areas often have errors that take
the form of narrow (i.e., a few kilometers) streaks that sweep across the interferogram primarily
in the across-track direction. Jezek and Rignot [27] first noticed these streaks in the correlation of
an IRS - Iinterferogram from western Green]and. They demonstrated that the streaks arc related
to high-frequency variation in the azimuth registration. If the streaks ran horizontally across an

interferogram, perhaps they could be explained by missing lines in the raw data. The orientation
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of most streaks, however, is afew degrees off horizontal, making explanation of their cause diffi-
cult, The phase errors (i .c., afew tenths of aradian) introduced by these streaks arc sufficient to
cause velocit y error of a few meters per year for a tandem ERS- 1 /2 pair. Further research is
neceded to establish the cause of these streak errors and whether they are unique to the ERS- 1 /2
SARs.

ERS interferograms from Greenland arc also subject to long wavelength (20-100 ki lometers)
phase errors (upto 10 radians) in the along-track direction [7], These errors arc possibly caused
by nonlinear variation of the baseline, to clock drift [29], or to some other cause. These errors
can have magnitudes of several radians, which can introduce an errorsin velocity of up to afew
decameters per year for a tandem pair. Wc believe this type of error accounts for at most a few
meters per year in this study.

Goldstein [24] observed anomalous phase variation in interferograms of an area in the
Mojave desert, which he attributed to additional time (phase) delay caused by turbulent water
vapor in the lower atmosphere. Wc have observed similar features with amplitudes of afew radi-
ansin interferograms from mountainous, ice-free areas in northern Greenland [9]. Detecting
such features on the ice sheet is more difficult, however, because wc must differentiate them from
the motion. If wc had several interferograms of the same area, it would be easier to detect atmo-
spheric effects on the ice sheet. If such features arc present with lengths scales of afew kilome-
ters as observed by Goldstein [24] and ourselves, then they will have have an effect on

measurements of the fine-scale velocity field,
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V.CURRENT AND FUTURE APPLICATION

The ice and commissioning phases of IRS-1 and the tandem phase of ERS- 1/2 yielded a
large interferometric data set, providing descending coverage for al of Greenland and a large
part of Antarctica, Unfortunately, data were acquired over only alimited area from both ascend-
ing and descending passes, An extension of the tandem mission with additional ground stations
could fill in many of the gaps where there is currently no bidirectional coverage. The ERS 1/2
SARs cannot image below 79.2° S however, so there is no coverage for a large portion of the
West Antarctic Ice Sheet, including the Siple Coast Icc Streams. This potentially unstable icc
sheet holds enough icc to raise sea-level by 6 meters [29] and is where the main thrust of US Ant-
arctic glaciological research has been focussed over the last decade [28]. J-ERS-1 also provides
only limited coverage of West Antarctica. RadarSat will image al of Antarctica during the
RadarSat Antarctic Mapping Mission, but the 24-day temporal baseline is too long for velocity
mapping, even if the radar is turned south long enough to obtain interferometric pairs. ‘1’ bus,
there isaneed for an interferometer that can provide full Antarctic coverage.

Icc flow rates vary from afew meters pcr year near the summit to several kilometers per year
near the termini of large glaciers such as Jakobshavns Isbrac. The 1-day tempora baseline of
ERS- 1/2 tandem mission is wc]] suited for measuring icc flow in the range of about 100-1500
m/yr (note this range is a rough estimate as the glacier geometry and topography contribute
greatly to the maximum velocity that can be measured). Mcasurement of faster motion requires a
shorter temporal baseline, while estimates of slow moving icc flow benefit from longer temporal
baselines. With a single SAR, the temporal baseline can be varied in integer multiples of the

exact repeat period of the orbit. Thus, a shorl-repeat period allows a wide range of temporal base-
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lines and the ability to measure rapidly moving ice. The trade-off for a short repeat period is a
reduction in the extent of coverage. “I"his problem can be somewhat mitigated by the usc of
1.-band, which alows the temporal baseline to be greater by a factor of 5 relative to C-band while
maintaining the same density of fringes duc to displacement. Even with L-band, however, it is
unlikely that full coverage can be achieved with atemporal baseline that is short enough to map
extremel y fast moving icc (i.e., greater 2 km/yr). Fortunatel y, such fast moving glaciers represent
asmall area and they arc heavily crevassed so that feature tracking can be used to measure their
velocit y.

Short baselines are important for obtaining accurate ice velocity estimates [9]. | .ong base-
lines also arc nccded to obtain the good height accuracy necessary for keeping slope error small.
The lengths of a large percentage of the INKS-1/2 tandem baselines are sub-optimal for estimation
of either topography or velocity. Future missions should be designed with the capability to main-
tain the interferometric baseline in a specified range (both short and long) to allow efficient usc
of datain icc-sheet [9] and other types of deformation research [30].

Asdescribed above several types of non-speckle phase errors affect the accuracy of ERS- 1 /2
estimates. The long-wavelength and streak errors may be unique to ERS - 1 /2, but atmospheric
anomalies will impact any future repeat-pass i nterferometer, regardless of frequency [24]. These
errors vary independently from interferogram to interferogram (assuming no common images) so
that they can be reduced by averaging several estimates. Slope errors can be reduced in a similar
fashion by averaging several DEMsto improve height accuracy. This approach can not be
applied to much of the current ERS-1/2 tandem data set as typically there were only onc or two

pairs collected along each track. Any interferometry mission or extension of the tandem mission
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should be planned so that enough pairs are co] lected to achieve the desired accuracy via averag-
ing of multiple estimates,

If sufficient ascending and descending data were acquired and hc appropriate tic points mea-
sured, the velocit y field for an ent irc ice sheet could be mapped. Roughly 12 terabytes of data
would be required to form avelocity map of Antarcticaif datafrom 10 interferograms were aver-
aged for each direct ion. Processing the signal data, crest ing interferograms, unwrapping the
phase, geolocating the data, estimating topography, and computing velocity represent an
immense, although not unrealizable, computational task. In the next fcw years the shuttle radar
topography mission will map the Earth’s topography between £60° latitude, which is an even
larger job. As computers increase in speed and storage costs decline, it may be feasible in afcw
years to perform large-scale icc-sheet mapping as a relativel y low cost project if the necessary

data arc acquired,

V1. CONCLUSIONS

Wc have demonstrated that interferograms from ascending and descending passes can be
combined with surface slope information to csti mate the three-dimensional ice-flow velocit y
field. Further research is needed to determine how accurately the fine-scale details of the velocity
field can be determined. Application of the technique is currently limited to a small percentage of
the area covered by the Greenland and Antarctic Icc Sheets where both ascending and descend-
ing data were collected. Data from existing and future missions, however, hold great promise for

advancing our knowledge of ice sheet dynamics and mass bal ance.
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Fig 8. Definition of coordinates, vectors, and rotations used in deriving non-orthonormal basis.

VI1]. APPENDIX

A. Coordinates for two-dimensional, non-orthonormal basis in terms of across-track velocity

componenlts

Consider two orthonormal xy -coordinate systems rotated with respect to each other as shown

in Fig. 2. For an arbitrary vector, v, , we can relate the coordinates in one system to those in the

other by

vxl - v"'z cos O - v),zs'na (Al
vy] = vxz wp arVy COS 0

sz . vx] coso. . v),] sin @

vy2 vA] sins -t \)/,1 coso..
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After some algebrawc obtain

Xy 08
v , = -.‘_z -y .C_O_B (A2)
3 sino. *psino

Similarly wc obtain
cosQ 1
o o _fcosoy. 1 g 3
Y1 (sina)xl ! (sin(x)xz (A3)
Substituting (A2) and (A3) into
v, = v, X+ vy y (A4)

1 1

and letling @ = %, and d = %, we obtain

v, = v,a+ vdd (AS)
where
T. T~
B vha—vhdcosa
Vo = |7 T2
sint
and

7';, ’7'A
(Vh — ¥ h acos a]
Vd = |- .

sinQ('x
‘I"his gives the coordinates in the non-orthonormal basisin terms of the projections of the hori-

zontal velocity vector onto the basis vectors.

VIIl. ACKNOWLEDGEMENTS

1. Joughin and R. Kwok performed this work at the Jet Propulsion l.aboratory, California
Institute of Technology under contract with National Aeronautics and Space Administration
(NASA), Mark Fahnestock was supported under NASA NMTPE grant NAGW4285. SAR data

were provided by the European Space Agency.




33

We thank S. Ekholm of the National Survey and Cadastre, Copenhagen, Denmark for provid-
ing us with the DEM. We also wish to thank C. Werner of the Jet Propulsion 1.aboratory for pro-

viding us with aSAR processor for the raw signal data.

1X. REFERENCES

[1] T. A. Scambos, M. J. Dutkiewicz, J. C. Wilson, and R. A. Bindschadler, “Application of
image cross-correlation to the measurement of glacier velocity using satellite image data,”
Remote Sensing of the Environment, vol. 42, pp. 177-186, 1992.

[2] M. Fahnestock, R. Bindschadler, R. Kwok, and K. Jezek, “Greenland ice sheet surface prop-
crties and ice dynamics from ERS-1SAR imagery,” Science, vol. 262, pp. 1530-1534, 1993

[3] R. M. Goldstein, H. Engelhardt, B. Kamb, and R.M. Frolich, “Satellite radar interferometry
for monitoring ice sheet motion: application to an Antarctic ice stream,” Science, vol. 262, pp.
152 S-1 530, 1993,

[4] Ph. Hartl, K. H. Thiel, X. Wu, Ch. Doakc, and J. Sievers, “Application of SAR interferome-
try with ERS- 1 in the Antarctic,” Earth Observation Quarterly, no. 43, pp. 1-4, 1995.

[5] R. Kwok, M. A. Fahnestock. 1996. “Ice sheet motion and topography from radar interferom-
ctry,” |EEE Trans. Geosci. Rem. Sen., vol. 34, no. 1.

[6] 1. R.Joughin, D, P. Winebrenner, and M. A. Fahnestock, “Observations of ice-sheet motion
in Greenland using satellite radar interferometry,” Geophysical Research Letters, vol. 22, no. 5,
pp. 571-574, 1995.

[7] 1. Joughin, D. Winebrenner, M. Fahnestock, R. Kwok, and, W. Krabill, 1996, “Measurement
of ice-sheet topography using satellite radar interferometry,” Journal of Glaciology, VOI, 42, no.
140, 1996.

[8] 1. R. Joughin, Estimation of Ice Sheet Topography and Motion Using Interferometric Syn-
thetic Aperture Radar, Ph. D. Thesis, Universit y of Washington, March, 1995.

[9] 1. Joughin, R. Kwok, M. Fahnestock, “Istimation of |ce Sheet Motion Using Satellite Radar
Interferometry: Method and Error Analysis with Application to the Humboldt Glacier, Green-
land,” Accepted to Journal of Glaciology, June 5, 1996.

[10] 1.Joughin, S. Tulaczyk, M. Fahnestock, R. Kwok, “A Mini-Surge on the Ryder Glacier,
Greenland Observed via Satellite Radar Interferometry,” Submitted to Science, June 25, 1996.




34

[11] E.Rignot, K. C. Jezek, and H. G. Sohn, “lcc flow dynamics of the Greenland ice sheet from
SAR interferometry,” Geophysical Research Letters, vol. 22, no. 5, pp. 575-578, 1995.

[12] E.Rignot, “Tidal Flexure, Icc Velocities, and Ablation Rates of Petermann Gletscher,
Greenland,” Submitted to the Journal of Glaciology, March 12, 1996.

[ 131 E. Rignot, R. Forster, and B Isacks. “Radar interferometric observations of Glacier San
Rafael, Chile,” Journal of Glaciology,in press,1996.

[14]PW. Vachon, K. Mattar, A.].. Gray, M. Brugman, and 1. Cumming, “Differential SAR inter-
ferometry measurements of Athabasca and Saskatchewan glacier flow rate,” Submitted to Can. J.
of Rem. Sims,

[15]1D. R. Fatland, “Analysis of Baglcy Icc Field glacier dynamics using differential spaceborne
radar interferometry,” presented at the AGU Fall Meeting, San Franci sco, 1995.

[ 16] Zebker, H. A., S. N. Madsen, J. Martin, K. B. Whecler, T. Miller, Y Lou, G. Alberti, S.
Vetrella, and A. Cucci. 1992. “The TOPSAR interferometric radar topographic mapping instru-
ment * JEEE Trans. Geosci. Rem. Sm., VOI. 30, no. 5, pp. 933-940.

[ 17] R. M. Goldstein, H. A. Zebker, and C. I.. Werner. 1988. “Satellite radar interfcrometry:
two-dimensional phase unwrapping,” Radio Science, vol. 23, no. 4, pp. 713-720.

[ 18] 11. A. Zebker, C. L. Werner, P. A. Rosen, and S. Hensley. “Accuracy of topographic maps
derived from ERS-linterfecrometric radar,” IEEL Trans. Geosci. Rem. SN., vol. 32, no. 4, pp.
823-836, 1994.

[ 19] W, 11. Press, Tcukolsky, S. A., Vettering, W. T., and Flannery, B. P. Numerical Recipes inC,
the Art of Scientific Computing. 2nd ed. Cambridge: Cambridge University Press, 1992.

[20] W. S. B. Paterson, The Physics of Glaciers. 3rd Ed. Oxford: Pergammon Press, 1994.

[21] A. Ohmura, N. Rech, “Ncw precipitation and accumulation maps for Greenland,” J. Gla-
ciol.,vol. 37, no. 125, 1991.

[22] S. Ekholm, personal communication, 1995.

[23] H.Zebker and J. Villasenor, “Decorrelation in interferometric radar echoes,” IEELE Trans.
on Geosci. Rem. Sens. vol. 30, no. 5, pp. 950-959, Scpt. 1992.

[24] R. M. Goldstein. “Atmospheric limitations to repeat-track radar interferometry,” Geophysi-
cal Research Letters, vol. 22, no. 18, pp. 2517-2520, 1995.

[25] 1. Joughin, M. Fahnestock, and R. Kwok, “Balance velocities for the Greenland Ice Sheet,”
In preparation.




[26] C. Raymond and H. Gudmundsson, personal communication.

[27] K.Jezek and E. Rignot. “Katabatic wind processes on the Greenland ice sheet,” presented
at the AGU Fall Meeting, 1994, San Francisco.

[28] B.Bindschadler (Ed.), West Antarctic Ice Sheet Initiative, Vol. 1 Science and Impact Plan,
NASA conf. pub. 3115, 1991.

[29] R.B. Alley and 1. M. Whillans, “Changes in the West Antarctic Icc Sheet,” Science, vol.
254, pp. 959-963, 1991.

[30] P. Rosen, C. Werner, J.B. Minster, H. Zebker, “Radar interferometry satellite mission con-
cepts for Earth change and hazards observation,” Abstract submitted to AGU Fall Meeting, 1996,
San Francisco.




