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| NTRODUCTI ON their data. The PowerWall Project is an
extension of the Supercomputing
The California  Institute of  Technology Visualization laboratory. At this time, it
(Caltech) Jet Propulsion laboratory (JPL) is a pilot project available only to
recently made a series of  procurements sclected uscers. 11 successiul, similar
within the  Supercomputing Project to facilities may bhe developed at other JPlL
create a PowerWall (2 x 2 display) such as Jocations as general resources.,
the one used at Supercomputing ‘94 and
Supercowputing *95. We have worked closely The Regulirement s
with the University of Mimnmesota's
lLaboratory {or Computational Science and The parallel graphics comnputers must have
Fngincering (1.CS&M)  in  configuring our a multi-tasking, multi-user operating
aysteoem. Our cholces for projector and disk systoem and enough processor nodes, momory
manufacturers were based on a requirement and data storage resources to support
to boe compatible with the eguipment at the multiple users simul tancously. our
University of  Minnesota. This conpat- requirements are based on two specific
1bility dnsures that JPI. and 1.CS&K  can applications: interactive data exploration
share and co-dovelop software. LCS&R's through a large databasec (requiring
goal is to provide as much resolution as constant rendering of the data and
possible in ecach image while JdPlLi's goal is therefore comput ing power and large
to produce guality idmages at animation amounts  of memory), and time seqguence
spoods., analysia of very large datasels (reguiring
nassive asmounts of disk space and high
This  paper presents the jssues of bandwidth from disk to memory). Tho pilot
constructing a Visualization PowerWall. projects are discussed Jater in the paper;
For cach hardwarc component., the three projects cach reguire 500 GB of disk
reguirement s, options and our solution are for specific, short term purposes.
presented. This is followed by a short
description of cach pilot project. In the The facility space, image resolution,
summary, current. obstacles and options {rame rate, storage capacity/bandwidth and
discovered along the way arc prescented. CPU  speoed/bandwidth  are  all important

considerations in the construction of a
PowerWall. The physical space available

BACKGROUND for the facility dictates the maximun

screen size  and  the  projector throw
His t ory distance that can be accommodated. The

screen and projectors iniluence the
When JP1y dnstalled 1ts first commercial max i murn image resolution. The image
supercomputer in the suner of 1989, onc resolution, in conjunction with the
roquil rement was that a Supcercomputing desired frame rate, dictates the minimun
Visualization laboratory be established to disk capacity. The desired image
assist supercomputing users in visualizing resolution al so dictates the memory




bandwidth reqguirved to play an animation
sequence . These component. s will be
cxamined in the remainder of the papor.

REQUIREMENTS & OPTI ONS
The Room

At JPl, as at many other institulions,
oblLaining space is very difficult. oOur
laboratory space, 38 fect by 20 feet with
an 8 fool ceiling, 1s minimal for a
PowerWall facility. The display unit
divides this space into a machine room and
a work/viewing area in proportions
dictated by projector reguirements: 16
feet for the machine room and 22 feet for
the work/viewing arca.

Ceiling height dmposes a restriction on
screen  size. The bottom of the screoen
should bce at least three feet {from the
floor. 11 1t extends boyond that, the
audicence is unable to see much of  the
display. Ceiling height grecater than 8
feet 1s highly desirable.

The Projoctors

Factors influencing the projection systenm
include resolution (ANSI pixel rating),
brightness (ANS1  Jumens), CRT size and
throw distance, Additional projector
features to consider are edge blending,
contrast. modulation and Jliguid coupled
lenses. The color sceguence of the guns in
the projector should be carefully selected
in order to obtain the best color balance.

Resolution, brightness, CRT diameters and
throw distance are basic characteristics
of projectors. Projector specifications
often guote two mumbers for resolution:
the addressable pixels  and the  ANSI
pixels. The addressable pixel rating is
the maximun resolution of the projector.
The ANS1 pixel rating is related to the
maximum spatial freguency of line pairs
which can be output with a contrast ratio
similar to Jline pairs of Jower spatial
{requency. (Screens with Jower gain
require higher brightness specification
for the projector than those with higher
gain.) The diameter of the CRT impacts hot

spots; the larger the diamcter, the less
problem with hot spots. The throw distance
of the projector determines the separation
reguired between the projector and the
sCcreoeen. Folded optics (nirrors) can
conpensate for the lack of adeguate throw
distance. However, this may complicate
focusing of the projectors.

A P43 green phosphor tube is reguired for
sterco viewing. P43 phosphor has a faster
decay time  constant which allows 60
frames/second stereo multiplexing without
blurring. Contrast modulation adjusts the
brightness on the e¢dges of the image to
improve color and brightness uniformity
across the screen (reducing the hot spot
offect) . Fdge blending allows idmproved
matching of multiple projector
installations to provide a more secanloss
transition between images. Image shifting
moves  the dwmage slowly over the CR7T
phosphor surface to reduce the harwmful
cffects of a static image.

A liguid coupled (1C) Jens reduces the
scat.tered light resulting when the light
passes from the CRT through air to the
projector lens. The Jliguid has the same
index of refraction as glass so that the
Tight. does not bend during projection.
This option provides a beoetter contrast
ratio, causing the blacks to appeoar
blacker and the whites to appear whiter,
However, the liguid coupled Jens reguires
additional throw distance.

We chose  Rlectrohome projectors to he
compatible with 1.CS&F. We considered the
Marguee 95001.C and the Marqguee 8500. The
Marguece  95001.C projector with a P43
phosphor tube  was solecteoed for the
following reasons. The 95001.C has a larger
CRT (9 inch diameter) than the Marquee
8500 (8 idnch diamcter). It is  also
brighter than the 8500, which is important
since we chose a rigid screen with a 1.0
gain (scc below). The 95001.C comes with
contract wmwodulation, edge blending and
image shifting. The disadvantage of the
95001.C over thce 8500 in our situation is
ils longer throw distance. Space in the
machine room portion of our facility is
very  tight  and  the 95001.¢  projectors



reguire mirrors to focus pr operl y. Becausc
are mounted relatively
close to the scroeen, we reversed the ¢o lor
t he the t we 1right
Rather than having those guns

our projcct ors

se guen ce of
projectors.

guns on

mnount ed red, green, blue, they are mount ed
bl uce, green red . This el iminates the
col or di scont inui ty which would otherwi sc

occur between thel sides of

our 2 X 2 PoworWal 1

left and right

The Scroon

choices include flat vs curved
flexible vs rigid surface,
several swmaller

Screoeen

surface,
Jargo
and specific surface characteristics.

one

SCYeQn S soraeens

A front
providce  an

projected curved
illusion of
Jacking i a flat
applications, this is positive;
applications, such as CAD,
scroeen may not be desirable.

screen  can
dimensionality
For
for other
the

sareoeen., Somne

curved

A flexibl e screen is relatively

i nexpensi ve and easy to install but has
the disadvantage that. any breeze in the
T OOIn (an A r Condi tioner vent , {or

the screen to 11 utt er,
distorting the and distracting the
Vi ewer . The rigid screen has a structural

support holding the screen mol | ondess

oexanpl ) may cause
image

1 luninate separat e
1 arge screen ()1
arrang ed 1n a

can |
single

pr oject or S
ol a

Theo
regl ong
mul t iple swal Jer screens
matrix . W thout overlapping the images and
blending the edges, the viewer sees  highly
distracting gap s in  the
overall i mage . A 1 ight background
emphas i zes these a dark Dbackground
hel ps Lo mask theoen. Individual scre ens in

a mj t iple di splay

not aceable and
gaps;

screoeoen may bo

surround ed tiy mulli ons; the projecti on
systam docs not display i mages over the
mullions. Mullions are espoecial ly
dist racting on a 2 x 2 di splay since the
four wmwulli ons converge at the center of
the display. This is the, natural {focal
point foy the Vi cwer and ls oft en t he

cent er of  scientafic  int ereost.
arc less obvious on othe r

such as a 1 X 3 di splay.

Mi] lions

conf igural ions,

The gain of the screen defines the viewing
angle that can be accommodated. The loweoer
the gain, the wider the viewing angle.

Gain Viewing Angle
1.0 @ 180°
1.3 160”
15 120°
2.0 90°

¥ig. L@ Gain vs Viewing Augle

1.0
not. see

A person walking from one side of a
gain screen to the other side will
a shift in the intensity or in the color
of the display. The Jarger the screen
gain, the faster the drop in intensity. A
screen with a of 5.0 can bhe viewed
ecasily in a well-1lit roowm. A screen with a
gain of 1.0 reguires a

gain

brighter projeoctor
and the room light must be Jowered for the
image to be c¢lecarly secen. Specific scroen
types have a range in the possible gain; a
rigid lenticular screen has a higher gain
(4.0-5.0) than a diffuse screen (1.0-2.0).
avai Jable screen sizes and our
regui rement for a 2 X 2 project i on
di spl ay, we initially install ed a
consisting of four 50 dinch Jent icular
screens Wth mu] 1 ions and 5.0 gain. Most
pilot users did not like the ¢ffect of the

Rased on

di splay

mwlli ons . React I ons  were mixed on  the
gain. Users gencral 1y 11 keel the! brightness
of the display and the fact that they
could give dewmonst rat ions W thout di mui ng
t.he lights. They did mnot li ke the
chromal | ¢ aberrat i1 ons pre sent  in the near
field (the color shi ft and the inability

close range)
this

singl o

to view individual pixels at
We recent 1y repl aced
conf igurat ion  with
coveri ng t he same arca
al.0 gain.

screoeen
one screaooen

The new screen has

The Data Issues

19 amount of disk Space: and t he speced
with Wich the disk can be read into
memory are the tw) primary issues. Side
1 so ues to consi der are the hack up

mechani s and Joadi

datasetg.

ng/unloading of large
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framoes pe g © f1lm
digplays ¢ ) .y djsp? ay
rat.es conab .;v/,jlp/\ ‘i \)[‘{( A , al film
making soft 1!" AR et. JPL
is consider ( )/;“ /{' /\,,\J such as
AV1D 111lus: / i pendent
software ¢ allows
uscrs to ed: ) 2xt and
spoecial e} z and
<‘} ftW('co 3 2 '{‘As (/ ses as
Sof tlmag 3 ‘ ‘,) ‘,\ ‘3 'l \, i< es c
well as for MU/ 7, mtific
data. Movie ’ J ‘/{7’)\ LCS&R,
W}‘lj ch pl ays Dl g /. fld ¢ /{9 : frcl)m
disk and is VO T Lependent, is

current 1y avai lable .

Twent Y- f our hit colori s pref erabl ¢; f or
st ereo Vioewingat these f ran e rates ,  ei ght
bit color 1§ required. The ol 1 owing
figure gives data st orage per minute and
bandwi dt h requi rements for vari ous
a¢ cnarl os  assuming a 4 panel  bPowerWall .
The  di sk and the  bandwi dth in t he
fol lowing figure have! been doubled for
sterco projection (8-bit color)

Resolution Color | Frame | Required Reguired
(Pixels) (Bits) Rate Disk Bandwidth
(fps) (GR/min) (MB/ &)
1280 x 1024 24 24 22.6 338
1280 x 1024 24 30 28.3 4772
1600 x 1200 24 24 33.2 Hh4
1600 x 1200 24 30 41.5 692
1280 x 1024 8 24 15.0* 2b2* ]
1280 x 1024 8 30 18.8* 316%*
1600 x 1200 8 24 22.2% 368*
1600 x 1200 8 30 27.6* 460*
Fig. 2: Disk requirements for 4-panel PowerWall

* Rates for sterco projection

The need for 500 GB of di sk i s just j fied
on speci 1 ¢ proje ¢t requi r enent. s Howaver,
t hose 7requi Yewment are for very 1 i i ted
amount. & of t ime . Figure 2 shows that four
1280 x 1024 panel S requi re approximately
23 GR st orage f or a one mi nute ani wmat i on
sequence (24 fps, 24-bit color) . During
t he devel opnent cycl e, di sk usage of threc
times the f inal product i ze ls  not
Unusual . Assumi ng that. the aver age
devel oper i s using 75 GB of di sk, the 500

GB we have shou 1 d accommodate 5 devel opers

or, more 1l ikel y, one user giving a 1 arge
d cuo and two or three devel opoers .

The transmi ssion rat. es requi red to Vi ew an
ani mati on SQQUeNCe IS anot. her
Justification for 41 sk space . The
transmi ssion rate requi red for four 1280 X
1 024 panels (24 fps, 24-bit color) IS
approxima t ely 338 MB/scc . In order |
achievet hi st ransmi ssi on rat ¢, we 1 ooked
briefly at scsl disk characteristics. A
sustai ned transf er rate of 5-10 MB/s per
di sk and 20 MB/s for each port ( 3 di sks to
the port) t ol d us that. we nceded 108 d3 sks
and 36 port s 1n addi tion tc) assorted SCSI
boxes , 1 /0 cards and Moz zani ne cards .

We then 1 ocoked at f i ber chammel Lo reduce
the number of di sks requireel. A f iber
chammel support 10 O MB/s and ea ¢h | j her
channel RAID-3  disk sustains 70 MB/s.
Therefore, 5 RAI D systens are reguired to
sustain 338 MB/sec . For opt | mun
performance while miniwizing cost, the
memory t o frame buff er bandwi clth shoul d
mat ch the t ot al disk 1 /0 bandwi dth for
cach syst cm  Therefore support for some of
the 1 argest scenarios in Figure 2 (for
exampld , 1600 X 1200 resolution at 30 fps
and 24 bit col or ) cannot be i wpl emen ted.

We purchased 8 RAI D- 3 syst ens; cach syst em
has eight 9 GB di sks plus a pari ty di sk
for a tot al RAID storage of 5°/6 GR. An STK
Si1c) at.t.ached to a CRAY .190 vi a Hi PP1i s
the backup devi ce. Inaddit i ont othe M 1)
disk, whi chi s split evenly between our
t wo Power onyx syst ems, cach syst o has 36
GB of non- RAl1 1) di sk that serves as Syst em
and home di rect ory space. We aut o mal | cal 1y

and routinely backu p users ' home
di rect ori es and systew areas . Users must
backup  (¢)r  Unl ocad) {iles residing in
t emporary i sk space . 111 addi ti on to

network access to the Silt), users have
aval 1 abhl ¢ CD ROM, DAT tape , 8 mun EXABYTE
t ape and an opt i cal reader for
t ransport i ng dat & bet ween syst oms .

The Computeoe Serveoers
One deci sion i n the PowerWall design ‘IS

whether to usc the RE2Z or the 1 R graphi cs
board. Thi s decisionis crit ical because




of

the memory t ¢) f rame buf fer t ransf er
rate. The REZ graphics board can support
12 {ps at 24 bi t col or and resolution of

1600 x 1200 or 20 fps at. 24 bit color and
1280 x 1024. Addi ng a sccond rast er
managey hboard to the RE2 allows it to
support a sccond display at the same
resolut i on. 7The ] R can support. 30 fps at

24 bit color and 1600 x 1200 resolut ion.

a1r twc) Power Onyx systems control t he
PowerWall . kKach system has two infini te
t y (1 R) engines wi th 64 MB of t ext ure
R1 0000 CPUs cach W th 2 MB
soc ondary cache | kach Power Onyx has 2 GB
of memor Y and 324 GB of di sk (288 GB of
R Al D- 3 di sk plus 36 GR of SGI di sk) Fach
syst em two Dual Port Pri sa Fi bher
Chammel Cont yol 1 ers t o service the RAI D- 3
di sks .

1 eali
memory and four

hags

Pl LOT PROJECTS

The pilot projects are described very
bri efly in thi S sc ct i on. kach was chosen
because of |t s extensive experience W th
Vi suali zalion  and its i nt.crest.ecl in
testi ngt he concept of a mu] ti pl e purpose,
high quali ty Vi suali zati on 1 aborat ory .

Fach proj cct has contri buted equi pwent f or
the suc cess of the labor atory.

Synthetic Aperture Radar,
N- Body Project,

Remot ¢ Interactive
Analysis

Dave Curkendall,

Visuvalization &

Principle Investigalor

Fach of the three separate projects for
t his principl ¢ invest.igat-c)r claim the need
for 500 @n of data L mect specif ic
project go al S .

The  SAR  projec t m S t demons trat e  the
abi] ity t o process large scale SAR data
One guarter terabyte of raw data must be
processed in order to meet a project
m 1 estonc. The raw and processed data

require approximately one hal f terabyte of
di sk during the nm| estone demonstrat ion.

The 10
resolut ion)
resi de

willion byte dataset
of the n-body project
but aisk. A

(mni mam
cannot
on

anywhore completo

simul ation consi st S of 40 bytes/particle,
18 million part icles and 1000 time steps.

The Remote In teractive Visual iz ation and
Analysis (RI VA) project IS an interactivel
dat a expl orer whi ch al lows scient ists to
expl ore NASA’ S 1 arge st scienti f
using high speed networking and parallel
supercomput iNg  t echnol ogy. 1This projec _

ic¢ dat asets

uses an  SG1I onyx {o r the user interface
and a Hi pPI framc buffer connect ed to the
C RAY 173D via a Hi PPI network (100 Mt /s

peak and approximately 50 MB/s sustained) .

Once an image of 1280 x 1024 pixels is
di splayed on the Hi PPl {frame buffer, the
SGI Power Onyx, using the l-es] i ty engines,
allows the user to disp lay the image on
the PowerWal 1 at f our L mes t he
resolut i on .

Product Deveaelopment Center Information
Systems Developnmernt

Meemong lLee, Principle Investigator

Thi s project wll at. tewpt  t o use  the
PowerWall by remote access. The codes
W 11 execut ¢ on t he Power Onyx Syst ems co-
lo cat ed with the PowerWall but, through
the of the net.we>rk dual head software
daemon (ndsd) , wll display the output. and

control the interact ivi ty from a di f ferent

use

buil ding within the JPI,  campus . That.
buil ding has duplicated the display and
project 1on systems, rel ying on the Power

Onyxes for the comput ing power and an ATM
net work for communi cat i on  speed . If the
PowerWal 1 demonst rat es itS usef ulness to

nanagenent. , the computational power my be
dupl i cated in that_ Jlocat ion at a later
ti me.

Visualization of Planetary Surfaces and

Atmospheres

krik Dedong, Principle Investigator

This project generat es simulated lights
over planctary surfaces. It will also be
cont. rol 1 ed  through rewot ¢ access .  7This
proj ect is currently able to USCl the
Power Onyxes as their primary compu ting
power  {for  displ ays t hat are  being
channel e¢d to their recordi ng 1 ab for

produc tion film recording.



Process Mi] 1 enni a
John Pe { <v-sol] , Principle invest.igdt or

This project , whi ¢ shares the physi cal
lab space and the: compute engines but docs

not use the PowerWall, will design a
prototype virtual reality system for usc
in spacecra{t and mi ssion design. It uscecs

a .1} '1l, design program Within the framework
of a commercial 3-1) virt uval reality syst em
cal led MUSE. This project uses a single
11 cct rohome 8500 pro j ect or in front
projection along with a Fakespace boom,
sound syst em and joysti cks.

SUMMARY

The f ollow ng mi scel lancous | n formati on
cont ains known problems or data that may
prove usecful . 1t also notes so0 me Of the

uncertaint i es we are still  experi encing
W th our current impl ementa tion.

The Room

Room scheduling during the pilot project
phase i s done through Meeting Maker XP,

t he Jpl.  scheduler of choice. Havi ng

seveoeral diverse and hi gh visibility
projects al ready leads to conflicting
schedul cs . Ity using the Mecting Maker
sof t war e, al | users will have up-tc)-date’
access to t he room schedul ¢ vi a a

Macintosh or a PC.
The Proj ect 03-s

We arc working under the assumplion that.
our Marqguece 95001.C projectors will focus
Cloml t oa 50”7 diagonal . Al though this is
NOT W thin the' wri t ten specifical ions,
engineers have indicated that it should
work . 11 they canmo t focus down, a |arger
screen wi 11 be installed in spil te of the
co nseque nees of moving the screen closer
to the {loor and reworking the custom
scaf fol ding that holds the projectors.

The projectors are very sensit ive and
casi ly get ot of physical and/or color
al ignment . Re - aligmuent IS a very tim
consuming task . To save wear and tear on
the project ors, we bui 1t a “Monitor Wal 1 “
for devel opment wor k. Thi s Va] 1 I'S

composed of 4 SGI Onyx moni tors moun ted in
a configurat i on eimilar to our 2 X 2
Powe rWal 1 . These moni tors are movable to
al low one user to develop on the complete
set. or to al low users to share ina 2 x 1,
1 x 2, or 1 X 1 configurati on.

Pana ram Technologiecs 111 Screen Blender (a
commerci al  product ) my boe needed to
auguent. blending e¢ffects of the Marquee
95001.C projectors. Thi S produ ct is
current. Jy avai lable for a 1 X 3 screen
confi gural ion and works very wj]] ; it i s
expect ed to be rel eased in Octo ber 1996
for a 2 x 2 di splay. This comp any also
nmakes a  complet € ready -t o-go  PowerWal 1
package consisting of a 1 x 3 curved
screen wi th support ing struct ure, 3 front
Proj ect ore and the Screen Blender.

The Screen

A ret.r-actable cloth screen i S installed in
front of the Prowerwall for presentations.
The cloth screen IS motor- driven to lessen
the chance that. raising and lowering it
ni ght scratch the PowerWal 1 . This IS the
only possible Jocation in the room for
thi s screen .

The Compute Servers

Under OpeniGl,, i t i S not possible to open a
viewport that covers the complete di splay
of 3200 X 2400. This is a hardware limit
caused by the size of the registers and
ari thmeti ¢ units  used for rastering
pol ygons | *J'c) produce a gigantic image,
you nmust break the image into Liles that
are smal ler t han  thel maximum vi ewport
dimensi ons and render eacht i 1 ¢ . For many
appli cat ions this is casily done hut for
gome appl icat jons it is dif f jcult

Because we are using two Power Onyxes (O
drive the PowerWall , we have a problen
W oth asymnel. ri ¢ 110 caus cd because
gangdraw (the capability to have multiple
CPUs i ssue synchronized commands) does not
work correctly W th OpenG 1, 6.2 Since
cach Power Oliyx drives two projectors,
each pai r of projec tors are in sync .
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Figur ¢ 3 ddentif i es the mxi mu f rame The CRAY supercomputers and Vi sual irzat i on
rates that we arc! able to sust gin with the equi pwent WP ed  for thi s project were
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JPL JPL Supercomputing Project

Presentation Outline

» Background

 The Room
e The Projectors
 The Screen

* The Data Issues
e The Compute Servers
* Pilot Projects

* Summary

CUG Oct. 18.1996




AL JPL Supercomputing Project

Background

+ Supercomputing Conferences

University of Minnesota, Laboratory of
Computational Science & Engineering

* Driving Applications
— Animations from Memory
— Animations from Disk

CUG Oct. 18.1996



ARL JPL Supercomputing Project

The Room

« 38 ft x 20 ft x 8 ft ceiling
- Machine Room (16" x 20’)
— Working/Viewing Area (22’ x 8')
. Sharing Space with Other Applications
— Advanced Visualization Laboratory
- Virtual Reality Application (MUSE)
— Meeting Maker as Room Scheduler

CUG Oct. 18.1996



=] JPL Supercomputing Project

The Projectors

- Electrohome Projectors:. 8500 vs 9500LC
— Resolution, Brightness
— Edge Blending, Contrast Modulation. Liquid Coupled Lens
— P43 Phosphor for Stereo Viewing
e Interaction with Room Size
—CRT Diameter. .

- Gun Colﬁuggce/ |
— Throw Distance

<‘ ,’/ﬁ(x
.//' T

CUG Oct. 18.1996




| = JPL Supercomputing Project

The Screen

e Hat vs Curved Surface

. Flexible vs Rigid Screen

e Single Screen vs Multiple Screens

e Gain

e Interaction with Room Size & Projectors
— Size
— Gain

. Power Monitor Wall

CUG Oct. 18.1996




JPL

-

JPL Supercomputing Project

Disk Reguirements for 4-panel PowerWall

Projection Resolution  Color Frame Required Required
Rate Disk Bandwidth
(Pixels) (Bits) (fps) (GB/min) (MB/s)
Mono 1280 x 1024 24 24 22.6 338
Mono 1280 x 1024 24 30 28.3 472
Mono 1600 x 1200 24 24 33.2 554
Mono 1600 x 1200 24 30 41.5 692
Stereo 1280 x 1024 8 24 15.0 252
Stereo 1280 x 1024 8 30 18.8 316
Stereo 1600 x 1200 8 24 22.2 368
Stereo 1600 x 1200 8 30 21.6 460
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Compute Servers

* SGI Power Onyx Systems

— RE2 VS IR

. Memory to Frame Buffer Transfer Rate
* R8000 and R1 0000

— Our Configuration
“ 2 |R Engines with 64 VB Texture Memory
* 4 RI0000s with 2 MB Secondary Cache
“ 2 GB Memory
« 324 GB RAID with 2 Dual Port Prisa Fiber Channel Controllers
« 36 GB SCSI Disk
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Pilot Projects

. SAR Processing

.N-Body Simulation

. Remote Interactive Visuaization& Anaysis (RIVA)
. PDC Development Project

 Visualization of Planetary Surfaces & Atmospheres
* Process Millennia
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Duai Fewer Onvx Configuration 288GB 288GB

HiPPI

CRAY
0 T $€6008660/31/:€16806€00)

CRAY Ancor hm (0

| 190 F i SGI Vauit 32GB SGI Vauit 32G)
] LI
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~hen Genlock Monitor
HiPPT — HiPPI onito
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1 HiPP]
- 1
Keyboard .B [ Swi t cher ] [ ]
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s e s
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PowerWall 2560 x 2048 pixel display




