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Abstract

This paper describes a payload system simulationimpleinentedat .11°1,
as parl of a comprehensive mission simulation facility. The payload sys-
temn simulation is responsible for providing the virtual presence of a pa -
load system by sitnulating its 1 chavior with respect to flight software,
spacecrafl system architecture, and mission data product gerneration. The
purposc of the virtual p resence is 1o enable concurrent mission design, in-
tegration, and validation. The transition from the virtual payload system
to a rcal payload system is transparent to the rest of the systemn.

Theflight software functionincludes cornmunication wit] 1other pro-
cess modules, instrument control, and data manager nent. The spacecraft
systemn architecture function includes resource consumption profile, opera-
tional constraints, and bus interface. The mission data product generation
function includes target phenomena model integration, radiometrically ac-
curate sub-pixcl-level ray tracing, inst rmnent response characteristics sim-
ulation, and mission enviromnent Iimpact simulation.

The payload gystem simulation software consists of: a camera subsys-
tem, which perforins flight software functions and siinulates the response
behavior o f an instrument. for mission data product generation, a virtual
world, which synthesizes radior netric and geometric relationship between
the sun, a target body, and the payload system during a specified mission
period; and a wission visualiza tion toolset, which provides comprehensive
monitoring of the various aspects of the dynamic relationship among the
instrument, the spacecraft, the target, and the mission enviromment.




1 Introduction

In order tosignificantly reduce the mission life cycle from proposal to launch,
the mission phases of design, development, integration, and test need to be
optimally coordinated. Ar)essential clement of” the coordination is arinte-
ration andtest environment where a design concept can be easily tested for
its over all impact, a prototype systemn can be operated in a realistic mission
setting, and flight/ground software can be integrated and benchinark ed.

The JPPL Flight Systemn Testbed (17S'1’) [1] has been working toward pro-
viding such an environment. The 1°ST is composed of five systems: sequence
manager, articulation] and attitude control system (AA(X), telemetry systemn,
Dowersystem, and payload system. Yach of the five systems provides both
a {light component and a simulation component. V(! flight components of
the five systems are integrated as a flight software unit, and the simulation
components arc integrated as a support equipment unit.  The integration is
implemented via 1rainclinter-process communication protocols [2].

This paper discusses an integrated approach o simulating a payload sys-
tem. This approach has been implemnented at, the FLight System Testhed.
The Payload system provides camera flight software module, camera support
cquipment module, anda visualization toolset. The camera support cquip-
ment module requires simulation of the camera system response as well as the
cnvironment the camera will observe. Thus; the payload system is described
in thiree parts, the Virtual World, the Camera Subsysicmn, and the Mission
Visualization Toolsct.

The Virtual World is a physics-based model siinulation which describes the
world which a payload system will encouniter during a mission. It provides the
basisfor geometrical ly andradiometrically accurat ¢ missiondata product gen-
cration. The accuracy of thie synthesized mission data products is 1mjportant
o validate on-boardand ground data processing and analysis operations. The
accuracy in this context implies the comnputational fidelity of the light path
tracing and Photon count integration based on the phenomena model.

The Camera Subsystem is software which comsists of a flight inodule and
a support module. The flight module interfaces (commanding and data re-
tricval) to the instrument’s clectronics and to other subsystem modules of the
spacceralt flight software. The support module simulates camera system be-
havior and the mission data product generation process interacting with the
virtual world.

1 he Mission Visualizalion Toolset comprises graphical utilities which arc
used for displaying various aspects of mission operation relevant to the payload
system sequence. Thedisplay allows validation of payload sequence designs
(with respect to spacecraft. dynamics, attitude control, and data acquisition),
as wellas communication of the mission conceptl to a wider community.




2 Virtual World

The Virtual World is composed of two parts: a phenomenamodel database,
and anideal world view generator. It is implemented to provide geometri-
cally and radiometrically accurate mission data products so that they can be
used by developers of on-board algorithms, as well as grounddatasystems.
The geometric accuracy is defined as the accuracy of theapparent location,
shape, and size of the observed bodies, and the radiometric accuracy repre-
senis the accuracy of the contrast and absolute intensity level of the pixels in
the simulated data products. ¢

2.1 Phenomena Model Database

The intent of the Phenomena Mode] Database is to cestablish a link to the
state-of-the-art scientific knowledge database so that the body of knowledge
obtained from previous missions can be optimally utilized for future nissions.
The body of scientific knowledge includes measurcements, models, hypotheses,
cte.

FFor a given mission, the world is represented by the science target bod-
ics, navigational target bodies, stars, and the cosmic environment. The phe-
nomenon of a planctary body is represented inthe database to meet the ob-
servationallevel of detail; thus the level of complexity varies depending onthe
payload system and nission scenario. I‘or example, a body may be described
simply with a sct. of orbit clemnents, average albedo, and tri-axial ellipsoid body
shape parameters. Or it can be desceribed in detail with a surface texture map,
digital clevation map, material composition map, ctc.

T'he mission and payload systemn dependencies are represented by employing
a hicrarchical database structure. ‘] “he phenomena model database structure
consists of an orbit dynamics model, photometric model, geological model,
and atmospheric dynamics model.

« orbit dynamics model  The orbit dynamics of a body is represented
in S1 ’I1CE data format [3], invented at J P for archiving mission events.
The orbit dynamics file is gencrated by propagating the orbital clements,
semi-major axis, cccentricity, inclination, longitude of the ascending node,
argument of periapsis, true anomaly at a specified time, and gravitational
force. The Object-oriented S1°1CE library (OO SPICE) [4] is employed to
propagate the bhody state at an arbitrary time and to cor npute a relative
state from an arbitrary reference coordinate systemn .

. photometric model  'The photometric model of a body is represented
with an albedo map and photometric function (Lambert, Hapke, etc.).
For bodics with dynamic photometric characteristics (such as a coma),
the photometric model is described as a function of time and distance.

« geological model  The geological nodel is for the surface characteristics
of’ a solid body,andit is described with a texture map, digital clevation




map, and miaterial map. The texture map is for the su rface albedo vari-

ation in the visible wavelength range; the digital clevation map is for the

surface hcight variation from the mean clevation; and the material map
- is for surface matcerial composition and distribution,

o alm ospheric dynamics model  The photometric characieristics of a gascous
body or the gascous part of a body (i .c., al) atinosphere 01" a cometary
coma), arc described with a body specific material composition and a
dynamics model provided by the science community. The model incorpo-
rates particle size information and phasc functions of materials, as well
as heterogencous gascous structure. A generic mechanism for integrating
atmospheric structure and dynamics will be rescarched.

2.2 ideal World View Generator

After establishing the phenomena database of a specific inission world, the ob-
serva tion sequen ce of the world is siimulated in two parts: observed view with
an ideal instrument, and distortion of the acquired view by a real instrument.
The ideal instruinent simulation iimplies perforining the scene generation fol-
lowing the camera viewing geometry without introducing the camera distortion
characteristics.

T'he idea] world view generationinvolves ray tracing of thereflected solar
cniergy from the planctary bodies and stars. The ray tracing may be performed
using multiple rays for cach pixel. The number of rays per pixel is determined
based on the analysis to be app lied to the mission data products. Algorithins
analyzing the target locations to sub-pixel accuracy for optical navigationmay
requircup to 1 ()() rays per pixel.

‘J 'he ray tracin g requires a Compyrehensi ve Vi ewing geometry between ih e
spacecraft, camera, target bodies, sun,and stars. In order to simulate the
spacecralt motion (luring the exposure, it is necessary to performthe ray
tracing often erougli to capture the relative motion hetween the spacecraft
and the target body. The results of the ray tracing arcintegrated over the
exposure duration to compute the total radiation arriving at the instrument.
The integrated image is referred to as the ideal scene (implying the absence
of instrument distortion). It represents the world thie instrument sees. A 1eal
scene is then sitnulated by applying the seusitivity of the detector and adding
the distortions from the instrument’s characteris tics with respect to optics,
detectors, cosmic rays, rcadout logic, and clectronics.

3 Camecra Subsystem

The Camera Subsystem is responsible for command and data-handling of a
payload system during observation. I is designed to support a virtualinstru-
ment phase and a real instrument phase, with minimal change between the two
phases. The virtual instrument refers to the instrur nent behavior simulation,
while the real instrument refers 1o the real clectronics and detectors.
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Figure 1: PPayload System Software Architecture

Inorderto easily transitionfromthe virtual instrument phase to the real in-
strument phase, the camera {light software is implemented in two submodules,
instrument-specific and instrumernit-generic. The instrument-specific submod-
ule is implemented for a real instrument to con trol the instrument’s clectronics
system; and for a virtual instrument, to send data acquisition commands to
the scene generator.

The generic submodule performs inter-process communication and data han-
dling. T'he virtual instrument interface submodule is responsible for siulating,
spacecraft’s resource usage during operation (in terms of power, bus, and stor-
age). Figure 1 deseribes the virtual instrument phase and the real instrument
phase. The dotted line between the Camera System box and the Virtual World
box indicates that the Virtual World simulation may be placed in front of a
rcal camera system to support the integration and test, process in the real
instrument phase.

3.1 Instrument Response Simulation
The 1'(‘,sp()11sc/dist(n tion characteristics of an instrument are represented with
a sct of paramecters desceribing system aspects as well as cornponent aspects.
. System]’aramcters  Wavelength Range, 1°0int-Spread FFunction
« Optics Parameters  Aperture size, I-number, Focal Length

« 1 Dctectors Array sire, Pixcl sire, Full well, Quantum e {liciency, 1 dark
current

« Llectronics  A/D converter, Read noise
The parameter set listed above is the basic descriptor set which applies to all

imaging instruments. Instrumenit-specific features are desceribed inan extended
parameter sct. The extended parameter set includes deseriptors for auxiliary
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Figure 2: 1ayload Scquence Manager and the visualization Toolset

devices such as a filter w heel, mirror, or shutter, and for special features such
as the blooming feature of CC] ) detectors, special purpose buflers, cte.

4 Mission Visualization Toolsel

The 1oolset consists of a trajectory visualizer, spacecraft articulation, and an
instrument FOV window manager. The three visualizers are synchronized
via a payload scquence manager. The payload scquence manager receives
requests from  (1ie main sequence manager for data acquisition and from the
Articulation and Attitude Control Systein (AACS) for articulation of’ solar
pancls and other movable parts. It subscribes the achieved spacecraft’s Static
(position and attitude) from the spacccraft dynamics simulator. Figure 2
illustrates the inter-process message publish /subscribe relationship.

The toolset is buill using the C- 4 language and OpenInventor 31 graphics
library [5]. The mission-indep ¢ ndency of the toolset is achieved by reading
al] mission-specific information from mission description files. All views of a
given body are based 011 thesame database, but the size of the body in ecach
view can be scaled independently 1o achieve the best. visual cflect.

4.1 Trajectory Visualizer

The trajectory visualizer was implemented to overview the mission scenario
with respect to the global relationship between the Sun, target bodies, and
spacecraft, as well as thelocal relationship during a dose approach to a target
body. The visualization requires manipulation of 4- dimensional space and
time information. A snapshot of the trajectory visualization for the Micro
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Iigure 3: Snapshot of Micro Spacecrafl Trajectory Visualization

Spacccraft is illustrated in Figure 3.

Thetrajectory visualizer providesintcractive 31) coordinate transform, dy-
namic reference coordinate chiange, and dynamic state propagation time step
chiange, and payload sequence event labeling. T'hie tool accepts mission specific
inforination via a set of files/messagesorganized as shownbelow.

. Target body

orbit dynamics : the target body orbit is precomputedina S1 °1Cli-
format file as described in the orbit dynamics model in the phenomn-
ena model database.

- body shape : the body shape is described in two steps; the first step
as a tri-axial cllipsoid, and the seccond step as a digital elevation map
in an Openlnve ntor file format. The digital clevationmap represents
the local area deviation from the triaxial ellipsoid in a polygonal
1e1(si 1

- body texture : the body surface albedo of a given wavelength range
is described in a cylindrical map. The albedo file is used when the
obscrvation distance is close ¢ nough to require surface feature visu-
alization.

Spacccraft
trajectory : the spacecraft trajectory may be precomput ed as a
SP1 Cl-format file similar to the orbit dynamics file of the target



body. Or the spacecraft state (position and attitude) may be re-
ceived from a spacecraft dynamnics siinulation inodule via a Tramnel

message.

- SCmodel : the default spacecraft model is described as a simple
globe with specification of color and size. A detailed structure may
be int1 oduced by providing an Openlnventor file.

. 19vents

visualization control : the dynamic setting of the reference target,
time step, and the special mission events arc provided via ancvent
file.

- payload sequence : the data acquisition scenario during an encounter
period is prearranged in a payload sequence file indicating required
attitude coritrol and payload system control.

4.2 Spacecraft Articulation

Themainobjective of the spacecraft articulation tool is to visualize the space-
craft gecometry during the payload sequence, including the spacecraft’s stabil-
ity, orientation of the payload system relative to the Sun, and obscuration of
theficld of view. Ultimmately, this tool will incorporate structural and thermal
cffects on the payload sequer ice to monitor the instrument state in various
operational enviromnents.

Currently, a close-up view of the spacecraft is provided in a separate window,
displaying attitude change, articulation of the solar pancls, and the behavior
of various moving parts. The articulation of a part is expressed as a three
dimensional position and rotation at a specified time. The spacecraft articula-
tion window is synchronized with the trajectory visual ization window and the
instrument’s FOV window so that. a comprchensive monitoring of spaccceraft
behavior can be achieved.

4.3 Instrument FOV View

In older toappreciate the instrument’s viewing geometry relative 1o the tar-
get motion surrounding the exposure co mmand, a wide-angle camera which
contains the actual instrument’s FOV is synthesized. The field-of-view of cach
individual sensor is marked onthe viewer as a proportionally scaled box. When
a sen sor is in the exposure mode, the corresponding ficld-of-view box indicat ¢s
the exposure action by blinking.

This view provides cflective visualization of minute changes in spacecraft
state during the payload scequer 1ce execution that are not visible from the
spacccraft articulation window. The deviation from the desired state due to
the crrors incurred by the navigation and attitude control systemn are app arent,
in this window.

The wide-al]glc camecera view is particularly useful when an instruinent has
multiple FOVs; as inthe case of MICAS (Miniature inaging Camera and Spec-



Iigure 4: Geometric Alignment of Fields-of-View of Four Sensors of MICAS

trometer) 1. MICAS has four detectors sharing the saine optics: CCD( Charge-
Coupled Dievice), APS(Active 1’ixel Sensor), UV (Ultraviolet Spectrometer),

and 1 R(InfraredSp cctrometer). The field- of-view of cachsensor maps the sky

uniquely, requiring sensor-specific A ACS conitrol to point {o the target. Figure
4 illustrates the alignment of the four sensors and the target body pointing.

Figure b is an example data product acquired by a simulated CCI sensor
of MICAS during the virtual asteroid encounter.

5 Future Research

The payload system simulation described in this paper has been utilized in
support of several projects including Stardust, I’luto FFast-Flyby, Micro Sprace-
craft, and New Millenniuin/ DS-1. The role of the payload system has been
high-fidelity mission data product genceration for on-board autonomy algorithm
valid ation, payload scquence design valid ation, and mission concept visual iza-
tion.

In the future, the payload systemn simulation will be extended to support
instrument design and developient eflorts inore directly. The extension will
apply to al three comyponents of thie payload system discussed above by pur-
suing the following three arcas:

. Target body Synthesis  Build a comprehensive and multi-resolution
target body phenomena 111001 database for an e flicient integration of the
entire body of state-of-the-art scientific knowledge.  Implement a real-
time model siinulation on a massively parallel architecture to support an
cnd-to-end mission simulation.

. Interface design Infrastructure  Design/development of auniversal elec-



Figure 5: Target Asteroid Image Acquired by the CC]) Sensor of M1 CAS

tronics framework for integrating various detectors so that the detectors’
performance can be tested and calibrated readily. The electronics frame-
work will include instrumernit-resident processor architecture for smart in-
strument design.

. 1’ayloadscquencedesignarchitecture  Adaptation of advanced 31 graph
ics and virtual reality technology for the design of instrument st ructure
and articulation and for the design of’ payload systemn opera tionalscenar-
108.
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