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Abstract

This paper validates the integrated modeling method-
ology used for design and performance evaluatiou of
complex opto mechanical systems, particularly space-
borne interferometers.  The methodology integrates
structural modeling, optical inodeling, and control sys-
tem design into a common environment, the Integrated
Modeling of Optical Systems (IMOS) software pack-
age. The validation utilized the Micro-Precision In-
terferometer (All']) testbed, aground-based full-scale
hardwaremodel of a spaceborne interferometer. Par -
allel devel opment. of the MPI testbed and the MPI1
IMOS mode! enabled a unique opportunity to validate
the modeling methodology with actual hardware mea-
surements from the testbed. This paper assesses the
ability of the integrated modeling methodology to pre-
dict performance in a closed loop configuration; namely
with the high bandwidth optical coutrol loops oper-
ational.  This paper presents @ comparison 0f inte-
grated model closed loop predictions with MPIlabo-
ratory closed loop measurements, indicating that the
integrated modeling, methodology has the accuracy re-
quired to evaluate interferometry mission designis with
confidence.

1 Introduction

Spaceborne optical interferometers provide the only
feasible method to significantly linprove the angular
resotution and astrometric accuracy of current astro-
nomical telescopes such as the Hubble Space Tele-
scope (11 §717). This partial-aperture approach offers a
number of mportant advantages over the traditional
full-aperture approach including: control of system-
atic errors @ significantly lighter instrument yiclding
the same performance, and improved performance for

a given amount of collect ing arca. Howcever, t his ap-
proach requires positional stability of optical elements
down to the nanometer level as well as laser metrology
resolution to the picometer level [1, 2]. Achieving these
control and sensing requirements is particularly difhi-
cult because the instruiment consists of many optical
clements distributed across a 10-m flexible truss struc-
ture. To further complicate the problem, the structure
is excited by mechanical disturbances emanating pre-
dominantly fromthe attitude controlsystem actuators.

The charter for the Jet Propulsion Laboratory Inter-
ferometer Technology Program is to mitigate risk fo
this aptical-inte rferometer mission class [3]. A num-
ber of ongoing complementary activities address these
challenges including: integrated modeling methodol-
ogy developmentand validation]), hardware metrology
testbeds, hardware vibration testbeds, and flight qual-
ification of theinterferome ter components.  Though
all of these activities arcnecessary t0 buy down mis-
sion risk, it is integrated modeling that ult immately
will be used in the mission and instrament design .
Specifically, modeling will enable definition and flow
down of spacecraft/i nstrument requirements, perfor-
mance of spacecraft/ instrument design trades, and pre-
diction of instrument perforinance in the ant icipated
on-orbit disturbance enviromment. This paper inves-
tigates whether the integrated modeling methodology
has the necessary capability to meet these demanding,
analysis needs.

In aunticipation of these needs, tilt! Integrated Mod-
cling of Optical Systems (1 MOS) and the Controlled
Optics Modeling Package (COMP) software packages
were developed at 1171, [5, 6]. The integrated model -
in g wethodology combines structural modeling, optical
modeling, and controlsystemndesiguwithin a ('0111111011
software cnvironment, using these packages.  ‘70en-




able validation of the met hodology, its development in-
tentionally coincided with the phased delivery of the
Micro-Precision Interferometer testbed (MPI).

The MPTtestbed is a ground-based, suspended hard-
wat ¢ model of a fut ure space-based interferometer lo-
cated at JPL [7, 8. 9]. The primary objective of the
testhed is integration of the vibration attenuation tech-
nologies required to demonstrate the end-to-end opar
a ion of" a space-based interferometer. Figure 1 shows
a bird’s-eye view of t he test bed which contains all
systens necessar y to perform a space-based, opt ical-
interferometry measurement. These systems include a
7 111 x ‘" mx 6.5 msoftly suspended truss structure
with mounting plates for subsystem hardware, a six-
axis vibration isolation system which supports a reac-
tion wheel assembly to provide a fligtlt-like input dis-
turbance source, a complete Michelson interferometer
wit h high-bandwidth optical control systems, internal
and external metrology systems, and a stat simul ator
that injects the “stellar” signalinto the interferometer
collecting aper tures.

Figure 1: Bird's-eye view of the MPT Testbed.

A nintegratedmodel of M1°1 was CICVC101XX1 inparal-
lel with the test bed. This modeling /hard ware synergy
resulted in a unique opportunity to validate the model-
ing methodology by comparing model predictions with
testbed measurements. Of the three functions required
from the wodeling methodology (performance predic-
tion, requirements definition, and design trades), per-
for mance predict ion was initially deemed the most crit-
ical validation, due to the associated nanometer-level
positional stability requirements. As such, this papa
reports validation of theintegrated modeling methodol-
opy by comparing p redicted and measured pet formance
metrics.

Fxhaustive  1110(1 (1 performance  valid ation 1 equir es
model and test bed comparisons for al instr ument dis-
turbance configurations including: (1) hard mounted

disturbance source/open loop optical system, (2) ha rd
mounted dist urbance sollrec/closed loop optical systein
and (3) isolated disturbance source/closedioop optical
system.  Problem (1) has been previously addressed
on the testbed [4]. This paper addresses problem (2)
by presenting t he closed loop perfor mance validation
procedure, the optical control problem, the closed loop
MPI integrated model, and the validation results.

2 Validation Procedure

Figur ¢ 2 presents the integrated modeling methodology
validation procedure for the closed loop optical control
system coufiguration. The figure Classifies each step as
cither a hardware procedure or an analysis procedure.
The model is initidly built (step 1) using knowledge of
the structur egeometry, optical layout, et ¢. The struc-
tural parameters are updated (step 3) based on modal
test data acquired from the testbed (step 2). Steps
(), (2) and (3) have been presented extensively in the
literature | [] [].

Integrated Model Validation Procedure
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Figure 2: Iutegrated modeling methodology validation
procedure.

Step (4) involves designing the optical control system
using the integrated model. Predicted plant trausfer
functions are used to perfori the cortrol system de-
sign. Design consider ations include practical imple-
mentation issues such as the effect of sampling delays,
quantization errors, actuator and se nsor dynamic range
limitations, and reasonable filter order. This compen-
sator is then implemented in the laboratory on the ac-
tual hardware (step 5). (state assumptions about sen-
sor/actuatormodel fidelity)

Disturbance transfer functions from disturbance input
location to optical output location are used to assess



system per formance. These transfer functions are mea-
sut ed in the Jaboratory (step 6) and predicted using the
closed loop integ rate d model (step 7). Finally, these
results are compared using metrics (step 8) as defined
in [4]. (inaybe add plant transfer function comparison
of a perforinance/s tability sensitivity plot to assess ro-
bustness to compensator paramert ['r' changes)

3 Fringe Tracker Control P’roblem

The purpose of the fringe tracking control system is to
equalize stellar pathlength from the target star through
cach arm of t heinterferometer to the point they are
combined. The fringe tracking must nominally stabilize
this optical path difference down to 10 nm (I{ NIS). Fig-
ure 3 shows a basic block diagr am of the fringe tracking,
controlsystem.

MU TESTBED FRINGE TRACKER BLOCK DIAGRAM
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Figure 3. Blockdiagram of the fringe tracker control sys-
tem.

Thie actuator for this subsystem is the active delay
line which actually consists of three nested actuators.
This tll(,c'-tiercd actuator acts as a lincarly translat-
ing ret roreflector with tremendous dynamic range. A
stepper motor provides low frequency (de), long travel
capability (). An intermediate voice coil actuator
t ranslates(cm)the emtire cat’s eye assembly in the mid-
frequency range (de-100 Hz). A reactuated piezo sup-
porting the secondary mirror provides the high band-
width (k11z) precise actuation stage (yun).The coarse
stepper motor stage is used primarily to glew and ac-
quire @ new stellar fringe. Once acquired, this stage
i s locked down and the other two stages provide the
actuation nccessary to reject distur bances during an
ohservation.

The scusor for this system is the fringe detector. This
optical sensor measuresthe amplitude and phase of the
stellar fiinge down to the nanometer-level.

Refereuces (10}, {11] deseribe the control design proce-
dures for this system. The top-level requirements are:
(mayhe this should all be referenced).

o maximize feedback at low frequency

cross-over at or below 100 Hz

0 disturbance discription

This paper applies these design procedures to the inte-
gratedmodel. Special consideration is given to practi-
calimplementaion  iSSUes.

4 Integrated Modeli ng

Integrated modeling is performed with two software
packages: Integrated Modeling o f  Optical Systewns
(IMOS) [5] and the Controll ed Optics Modeling Pack-
age (COMY) [6]. Both packages have been developed at
the Jet Propulsion Laboratory. IMOS is a set of func-
tions thatrun within the MATILA B environment [12],
whereas COMP is a stand-alone, FORTR AN-cornpiled
program. A commercial version of COMYP is available
under the name M ACOS (Modeling, and Analysis of
Controlled Optical Systems).

IMOS is a collection of MATT.AB ]1)-files that can
be used to performn structural finite element inodeling;
and analysis, optical ray tracing, and thermal analysis.
IMOS also provid es graphics functionality that enables
viewing of structural geometries, structural deforina-
tions, optical ray traces, and optical element preserip-
tions. The core programs are easily coupled in M AT-
[.LAB, and can be extended by the user by writing his
own MATL AB functions. MAT1. AB toolboxes for con-
trol system design and analysis, signal processing, and
optimization are available for enhancing the capability
of IMOS. Detailed optical and thermmal analysis are ac-
commodated in IMOS by interfaces with CO NP, and
TRASYS and SINDA (for thermal a nalysis). The inter-
face with COMI* has beenmade effortless by creating
aMATLAB r[lex-file version of MACOS. Theresult is
an extremely flexible tool that enables theuser w in-
tegrate models from different disciplines and conduct
analysis, design, and optimization trades that would
otherwise be exceeding ly diflicult [5].

COMP is an optical analysis and modeling program,
providing geometric ray-trace, differential Lay-trace,
and diffraction modeling capability. CCIMP concen -
trates on providing detailed optical models for inte-
grated design and analysis tasks. In particular, the
diffc rential ray-t race capability of Cohn” canbeused
to generate linear perturbation models of optical sys-
tews [G].

5 MPI] Integrated Model

The MI'] integrated model consists Of a structural fi-
nite elementmodeland a linear optical inodel that, are
integrated together.  The structu rat model is gener-
ated with IMOS, whereas both IMOS and CO MD? are



used to ereate the optical model. Thie integration, cor -
trolsystemmodeling, and dist urbance analysis are per -

3

formed in MATLAB wit h t he aid of IMOS functions.

5.1 Stiructural Model

The st ructural model is specified in IMOS as a finite
clement geomet yy shown in Figu re 4. This geomet 1y
consists Of plate, beam, truss, and rigid body elemnents,
modeling the base truss structure and the components.
Thebase tiuss stiucture ismadeup Of till'(1 boors:
t he horizontal opt ics boom, the vertical tower, and the
canted metrology boom. The components consist of in-
board and outhoard opt ics plates, a disturbance mount
plate, two siderostat mounts, an optics cart containing
an active delay line, « he optics car t support structure,
a hexapod isolation system, @ passive delay line, and
an external metrology beam launcher plate. The finite
clementmodel uses 2,577 degreces of freedom ((I Of) of
which 1,832 dofs are independent with respect to the
multi-point constiraints (M1°Cs) of the rigid body cl(l-

IClts (Rims) [5].

Figure 4: MP1 Finite Element Geometry (compare with
Figure 1).

Sincethe focus of this eflort is to validate the integrated
wodeling n ethodology, it IS important to have a struc-
tural model with accurate properties. If this input to
the inteprated modeling methodology is incorrect, then
¢ hevalidationresults wouldbe poor regardless of 1 he
accutacy of the modeling inetho dology. For this 1 eason,
t he plate and beam properties as well as the finite cle-
ment geometry itself have been refined by incorporating,
MPI modal test data into the model. The structural
model updating has been done in two phases, follow-
ing the phased delivery of the MPI testbed. The first
phase involved estimating the parameters of the beams
comprising the base truss structure from modal testing
performed on the bare truss [13, 14]. The second phase
involved geometry modification and parameter estima-
tion of the optics earl support structure, using in situ
component modal test data [15, 16).

I1 om the finite element geomet ry and its associated
proper ties the system mass and stifliess matrices are

built. The result is a sccond-order, state-space deserip-
tion of the form:

Md+ Kd= B;f (1)

where M oand K are the system mass and stiffness ma-
trices, d is the nodal state, f is a vector of force input,
and Ky is the force influence matrix.

After he systemn mass and stiffness matrices are built,
multi- oint constraints are generated using RBE ele-
ments These constraints take the form of [5]:

_ ([71 _ ]H _ v
d = { d,, J - [ G, ](l,, = Gd, (2)

where d,, arc the independent degrees of freedom and
d,, are the dependent degrees of frecdom. These con -
st raints are then applied to Equation 1, reducing the
St ate of the systemn to the indepeudent degrees of {ree-
dom:

GCT'MGd, t G KGd,, = G'Byf
AL,“ (.1.'1]\,’un d = ];nff (3)

The cigensolution of Equation 3 is found. vielding,
flexible-body modes and modeshapes. The resultant
diagonalized system is:

ij -1 2280 -1 2y T, f
@ : G,y (4)

where is themodal gate vector, 7 is a diagonal modal
damping matrix, €0 is the diagonal modal frequency
matrix, and ®,, is the eigenvector matrix. Z is formed
by assumning amodal damnping of 0.3% for flexible body
modes above 32 Hz and damping ranging from 0. 15%
to 0.45% for modes below 32 1 z. These damping val-
ues correspond 10 estimates obt ained from t he second
phasc of modal tests.

5.2 Optical Model

The optical model begins with a specification of the
optical prescription.  This prescription includes the
shapes, positions, and orientations of the optical cle-
ments. A ray trace of the optical prescription is shown
in Figure 5. This optical prescription is generated in
IMOS based on the prescription of the actual optical
elements of MP1 (see Figure (i). The niodel genera-
tion uses the Structural finite clement geometry inorder
to simplify the prescription definition and to case the
succeeding structural-optical model integration. This
allows the location of the actual optical elements to
be measured with respect 10 reference points on the
struct ure as opposed to with each other. Furthermore,
st ructural nodes that correspond to opt ical element at-
t acliient points are casily ident ified m defined.




Once the optical preseriptions are specified, they are
exported to COMP, where linear optical models are
created. These lincar models are calculated by per-
formning an analytic diflerential ray trace [6]. The 1esult
is a model of the form:

y = Copd (5)

where d is a vector of optical element position and ori-
entation pertirbations, y is a vector of optical output,
and Co), ¢ 1S the optical sensitivity matr ix. The opti-
cal output can be pathlength, wavefront tilt, or spot
motion.

Figure H:Ray t race of the MPI optical prescription on the
finite element geometry of the optics boom.

Figure 6: Actual optical layout onthe MPIoptics boom.

5.3 Structural-Optical Model Integration

Ouce the structural modal model and the linecar op-
t ical model have been created, they are integrated to
form a struct ural-optical model. This integr ated model
i s specified in first-order, state-space from, lending it-
self most easily to analysis with existing MATT, AB
funct ions. In particular, the state-space integrated
model can be used for freqeuncy-domain analysis, time-
domain simulation. and ¢l osed-loop synthesis.

First, t he st uctural model is truncated to remove
modes above the bandwidth of expected disturbances
(i. e, above 900" 11z) [17, 18]. The truncated modal
model is then converted into first-order, state-s~mcc
form by using the substitution {5):

xe [ :x ] (6)

Resulting in:

r = Axr - Bu
Cyr 4 Du

with:
A 0 I i 0
4 [ 278 - O J I [ LGBy J

. (8)
v (IQ’“k 0 _
Ca [ 0 Gy } D=0

where the subscript & refers to the set of kept mode-
shapes.

Iinally, the linear optical model is incor porated into
the first-order model. The optical output is obtained
by premultiplying d by the optical sensitivity matrix,
Co;»l‘ In this case the matrix ¢ of the measurcment
equation of Equation 7 becomes:

C- C'opl (j(l (9)

Note that thematrix ) of KEquation 7 is still zero but
now has diflerent dimension.

5.4 Optical Control System Model

Given the integrated structural-optical model in first-
order state-space form, the optical control synthesis
and modeling are performed with MATLAB Control
Systemn Toolbox functions.

6 MI'] Testbed

6.1 Compensator Implementation

6.2 Performance Measurements

The MPItestbed is dedicated to the development and
evaluation of vibration attenuation techunologies. In
pary, this evaluation consists of observing the improve-
ment in inter ferometer performance due to the appli-
cation of the various tech nologies. Interferometer per-
forinance is primarily degraded by variation inoptical
pathlength difference (01’ D), i.e., the difference in the
dist ances that the light t ravels from the stellar source,
thiough cach arm of t he interferometer to the interfer -
ence optical detector, This diflerence must be stabi-
lized to the 10 mn (RMS) level in the on-orbit mechan-
ical disturbance environment [2].

In contrast t 0 estimating modal characteristics as
in [15, 16], disturbanceinput to stellar 01'1) output.
t1ansfer functions were measured since t hey comnpletely
char acterize (in a linear sense) the propagation of dis-
turbances to 01'1). Figuie 7 shows the disturbance in-
put location relative to the QP output location for
the MI)I testbed. This disturbance transfer function
was measut ed for three force disturbance direct ions:
(X, ¥, 7). An HP data analyzer was used to collect
the data. A 10 h’ shaker, mounted at the base of the
tower, applied the force input in cach of the three divec-
tions. The for ce input was measured with a load cell
mounted between the shaker and the st ucture. The
analyzer calculated the tr ansfer function from force in-
put to OPD output.
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Figure 7: Locations of disturbance itiput and OI’D output
011 the MPItesthed.

7 Comparison Metric and Results

In general on space-based intetferometers, mechanical
disturbances will be cither broadband or narrowband
with the energy varying over broad frequency ranges
as a function of time [17, 18]. lucither case, the
power spectral density of the disturbance is broadband.
Therefore, the integrated model should be accurate in
a broadband sense. More specifically, we desire oopq to
be accurate, where [19]:

, 1
nopzl -

f"tﬂ? "
/ |G (ju)]” @ g{w)dw (10)

g b rain
for a broadband disturbance power spectral density,
¢ 4(w), and a distwrbance to 01’ 1) transfer function,

(1v (];L) )

Since Fquation 10 yields the quantity that we wishto
accurately predict, we canuse this same equation as
a metrie to characterize the measured and predicted
transfer functions. As opposed to picking a particular
expected disturbance power spect ral density, bandlim-
ited white noise (over [fuin, i ar]) 1S used:

N Ay flmas )
o, - / |G (w)| dw (11)
g n Jy

oty

where 4y is the amplitude of the bandlimited white
noise disturbance power spectral density with f,,,;,, and
Jinar defining the frequency range of inter’cst. o, is
used instead 0 §pgan order to st ress that the result is
a metric of the transfer function itself.

Using, this metric, the accuracy of the model can be
guantified by comparing o4 for the predicted and mea-
sured transfer functions.  As such, the particutar value
of the disturbance amplitude is iinmaterial. The ampli -
tude is chosen so that the variance of the disturbance
is one. This choice is arbitrary, and the value of o,
has no significance by itself. It is the comparison of
the mmetries for corresponding, measured and predicted

transfer functions that is meaningful. Generally, it is
desired that OPD variation predictions be accurate to
within a factor of 4. Since the metric oy is closcly re-
lated to OP’D variations for broadband noise, the factor
of 4is applied as arequirement to the ratio of o, for
the measured and predicted transfer functions.

The modulus of the mcasured transfer functions, along
with the corresponding predicted transfer functions,
areshownin Figures 8-10. The predicted transfer
functions were calculated by applying standard MAT-
LAB functions to the integrated model with dist ur-
bance force input and OPD output. The value of the
hroadbandinetric, also caleulated with MATLADR func-
tions, is given in the legend for each transfer function.
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Figure 8: Predicted and measured M’ disturbance to
OPD) transfer function: X-aXIS force input.
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Figure 9: Predicted and measured MPI distur bance to
OPD transfer function: y-axis force input.

T he results of these comparisons are shiown in Ta-
ble 1. The bandwidth of interest is [4, 900] Hz. Be-
low 4 Hz the force capability of the shaker is limited

arid the testbed suspension mod es pollute the mca sure-*

ment. Above 900 Hz the mechanical disturbances are
expected to have no energy. This bandwidth is fur-
ther broken roughly into decades and compar isons are
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Figure 10: Predicted and measured MPI disturbance to
OPD transfer function: z-axis force input.

shown for these “decades.” Units are not given in the
table so as to discourage the reader from attaching sig-
nificance to the separate values.

The comparisons for the three form disturbance
t ransfer functions show that the broad hand metrics
([4, 900] Hz){or the predicted t ransfer functions are ac-
cur ate with respect to the measured transfer functions
to well within the desired factor of four. Furthermore,
the comparisons for cach “decade” show accuracies of
better than a factor of four. Thisindicatesthat 01'1)
variat ion estimates for colored broadbandinputshould
alsobe accurate.

Disturbance
Input 4-10 He l 10100 He | 100 900 H: | 4 om0 e

x-axis |meas 7 117 43 125
Force pred 13 253 31 255
factor 191 2.15 0.73 2.04

y-axis |meas 5 84 32 90
Force pred 19 260 35 263
factor “3.57 3.08 1.11 2.92
z-axis | meas 4 - 117 70 140
Force pred 4 194 67 205
factor 1.02 1.65 0.87 1.47

Table 1 : Broadban d transfer function metric
comparison between the predicted and
micasured transfefunctions of the MPI
Testbed.

8 Conclusion/Future Work

This paper validates the performance prediction capa-
bilities of the integrated modeling methodology which
incorporates the IMOS and COMP analysis tools. A
met ric is proposed that characterizes the disturbance

transfer functions over a broad frequency range. This
wetric is simply the expected OPD varjation assuining
a bandlimited white noise disturbance input. Compar-
isons between predicted and measured transfer fure-
tion metrics show that the model is accurate to within
afactor of 3.() OV(I thefrequency range of interest,
[4, 900] Hz.Thisis comfortably better than the desired
factor of four. I'urthermore, comparisons of the metric
applied over each decadein the frequency range show
an accuracy to Withiin a factor of four. This indicates
that performance predictions for colored broadband in-
put should dso 1](" accurate.

However | this study only addressed the hardmounted-
disturbance, active- optics configuration. Validation
results have previously been reported for the hard-
mounted, open-loop configuration [4]. Ongoing activ-
ities include validation of themethodology for passive
and active vibration isolation, inclusion of disturbance
torque transfer functionsinthe validation, and assess-
ment of thesensitivity of these results to the accuracy
of the structural model.
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