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Abstract:- A new laser-based optical sensor sys-
tem that provides hazard detection for planctary
rovers is presented. 1 is anticipated that the sensor
can support safe travel at speeds up to 6em/gecond
for large (1m) rovers in full suulight on Earth or
Mars.
older design that require image diflferencing to de-

The system overcomes limitations in an

tect a laser stripe in full sin. The new systemn
cnsures the projected laser light is detectable in a
single hinage, eliminating the requircment for addi-
tional difference images. The improvement is sig-
nificant since any reduction in himage gathering or
processing time provides for faster rover motion.
The savings ave oven more hnportant in the case of
a Mars rover since power and radiation-hardening
requircinents lead to severely constrained compu-
tational resources. The paper ineludes a thorough
discussion of design details and tradeofls for opti-
cal hazard sensing that will henefit future ceflorts
in this area.

1. INTRODUCTION

This article presents a new laser-based optical system
for mapping the terrain before a planctary rover. Al-
though some components of the design have appeared
in an carlier systemn, this is the first m-depth discus
sion of many of the factors involved in the design of
both.

Planctary rovers nmst be able to accurately, quickly,
and reliably assess the terratn before thenm. Several ac-
tive and passive technologies are available for the task,
including IR proxinnity detectors, “laser radar,” sterco
vision and structured light. T the case of rovers enr
barking Lo other planets, the rigors of space travel and
the target planet’s environment must be considered.
I'ragile moving parts like the nodding mirror of a laser

*This work was supported by the National Acronautics and
Space Administration.

radar might not survive the G- forces of atmosplieric
entry and landing. In the case of Mars, computing
power IS another portant consideration. Radiation
hardemug aud flight certification for instance, have re-
st rict ed the Mars Pathfinde r rov er to an 8085-¢ lass
CPU. This impacts the processing power available for
all tasks including vision. In this cont ext, stereo vision
appiroaclies are 1oo costly to provide safe rapid rover
motion. Some specific constraints and gosn for the
harard scusor systor n inclade:

« Schedule: Mars exploration efforts will likely ac-
celerate i the next few years, Such flightschiedule
p ressures uniderscore the importance of using ex-
tant technologies to the largest extent possible in
rover design.

. Flight-qualifiable components: This is always
a requircinent for planctary rovers, but develop-
mer it schiedule constraints dictate the use of al-
ready qualificd corupo ne nts and materials to the
maximuin extent possible.

« Mass: All sensor systerns should below-mass k)
provide for larger science payloads and the poten-
tial of sample return missions.

« Power: Most rover designs utilize solar or bat tery
power for al] on-board systems, Mission success
and du ration depend heavily o1 power co nsu mp-
tion.

« Mecchanical simplicity: Reliability in space ye-
quires mechanically shmple systems with few 01 no
moving parts.

Computational sim plicit y: Reduce image pro-
cessing demna nds Lo @ minimun,
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Fig. 1. Laser and camera configuration aboard 1LSR-1.
The shaded areas represent distributed laser heams
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11. BACKGROUND AND RisnaTeED WORK

The sensor is a derivative of Lhe haz ard detection sys-
tem schieduled to fly aboard the M ars Path finder rover.
Pathfinder uses a laser stripe-based struct ured light
systen. Five lasers project stripes onto the terrain hn-
aged by the rover’s cameras, T'woimages are taken for
cach hazard scan: one with the lasers turned ofl and
one withthemon. The difference b etween the two im-
ages reveals the stripes on the terr ain. The la sers and
cameras are arranged so that the height of the terrain
relative to the tover can be determined using shnple
geomelry once the stripes are detected.

The Pathfinder systemn is reliable and accurate.
N is also fast compared to stereo vision apprroaches
since the computational requirements are sig nificantly
lower. There is, however, one Important avenue for im-
provement. Image differencing is thine consuming since
hnage acquisition on a 808 H-based systein is slow. [f’
image differencing could be eliminated from the haz-
ard detection algorithm, it’s speed would be greatly
nnproved.

The requirernent, for nnage (Lifier-
encing o11 Pathfind er is primarily due to its optical
design. Thiere is sitaply not enoughy p ower available to
make the stripes bright erough for reliable detection in
sunlight without differencing. The new apporoach also
useslaser illumination, hut diserete spots are p rojecte d
rather than a continuons line, At an individual pixel,
this carnn ofler se veral hunidred times the brightness.

Thizarticle covers designof thesystem, and consid-
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Fig. 2. ‘1'11¢ Rocky Hlraver. This front view of the
rabaot s}, ows how th e lascrspots are arrang ed as a “puash-

broom” alicad of it.

crations for choices made insclection of’ optical con -
ponents.

111. APPROACH

The new systemn has been integrated mmto two rovers:
the Lightweightt Survivable Rover (1, SI{-1) and Rocky
11 (Figures 1 and 2). Both robots utilize a six-
wheeled rocker- bogey suspension like that 01 ilic Mars
Pathfinder rover. 1, SR-1is cquipped with one of the
8085 -bascd computers developed for Pathfinder; while
Rocky 1T uses a 486-b ased computer.

The rovers are equipped withtwo laser/camera pairs
for hazard detection. Fach laser/calllela pair operates
as an independent hazard sensor. For now, consider
onc Of the pairs by itself. I'irst, laser light is split
imto 15 co-planar bemns with the central beamn aimed
al the ground in front of the rover (50c miahead for
1, S1{-1). Therest of the beams fan outto the left
and right. 011 flat terrain, the beamsforin a straight
line of spots. If an obstruction is present, they follow
its contour instead (Figure 3). Thic camera is offsct
horizontally from the laser at the same height above
the ground. On-board software finds the spots in the
image which are in turn used to determine coordinates
of the terrain. From the camera’s point of view, cach
spot shifts left or right depending 011 the height of e
terrain the corresponding beam strikes.

Since the energy is split Lotween 19 discrete
beams rather than across a continuous plane (as in
Pathfinder), illnmination is much brighter at individ-
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17ig. 3. Las a1 and camera geot uetry, le ft; exampleimage acquiredby the sensor, right. The bright spots are laser beans,

ual points (111 the ground.  This incrcased signal-to-
noise rat 1o chiminates (e need for mage differencing,.
More details concerning the signal-to-noise ratio are
coveredinSection 1 V.

[ this systemthe disparity is comput ed between
where a laser spot sliould abpear if {lie rover were on
flat. ground and where ii is actually detect ed. The ap-
proach is stmilar o other structured light systems [1],
Fquations for cachy beam, and a mod ¢} of the camera’s
optics arccomputed aliwe ad Of timein a calibration
phase. These eqnations are suflicient, for computing
the locations of the laser spots on the terrain.

One issue remains: how can the 15 beamns be dif-
ferentiated? Fortunately, the geometry of the systemn
provides @ convenient solution.  Since the laser and
camnera are positioned at the sar ne height, cacli hear n
will alwaysappear onthe sae scauline, assuming lin-
car catneraoptics 1. 1f the plancof the bearns is tilted
slightly, cach bear n will appea r on a separate sca n-
line. Thie beams may then be found vnamnbiguously,
by scanline. Furthern yore, the knowledge that cach
beam will only ever appear on a specific scanline may
be used to reduce the Image processing necessa ry to
find thent,

1V, Or7T1GAL D 1381 GN CONSI D ERATIONS
A . Lascr versus Solar Brightne ss

To meet performanc ¢ goald  for hazard detection, the
catera system noust himage laser spots al a nonual
range of 0.G5minfullsun. A key factor regarding spot.
detectability is the ratio of spot brightness to reflected
sunlight in the nnage. This design sceks to maxnnize

i test runs radial distortion in the catera optics has caused
the centroid of spots to vary up or down up to 2 scanlines
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Fig. 4. Comparison of solar irradiance at Farth and

Mars, with the Sun modeled as a 5900 degree K black
l)(:()y [3)

the ratio intwo ways: first by using a laser wlhosc
wavclength (860111 n) is in a region where solar power
is low (see Figure 4); sccond, by filtering the reflected
light to a narrow band arou nd that wavelength before
the scene is imaged. As Figure 4 illustrates, solar ir-
radiation at the distance of Mars from the Sun is 43%
of that at Farth. The system was designed for the
brighter conditions of Farth for convenient testing, so
it will work even better 011 Mars.

Before introducing the equations govermng perfor-
matice of the system, it is usefulto consider the patly
light follows from the Sun to a pixel in the robot’s
catnera, Upon reaching the Karth or Mars, collimated
sunlight passes through the at mospliere, where sev-

3u0n
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Fig. 5. Solar irradiance on the surface of Barth showing
absorption of some frequencies by the atmosphere [3].

Crill frequencies arc Tully ci” partially absorbedbefore
striking the terrain (see Figure b). ‘The terrain absorbs
somemore of the light, depending 011 its albedo, aud
reflects the remainder i all directions across a hemi-
sphere of 2% ap) assuning planar surface. The intensity
of light that bounces in the direction of " the car nera
depends on the angle at which it struck th e surface
(incidence) and the angle from which the surface is
being viewed (reflectance). Finally, the light is gath-
cred by the lens and foenssed on a pixel The larger the
diameter of the lens, the miore light it can geathier and
the brighter the apparent image. Laser light projected
by the sensor follows a similar path, but atimospheric
attenuation is negligible for such a short 1 rip. For this
discusston we consider the overall irradiance at a patch
of terrain to be the sum of solar and laser lig hit at that
point

An enapiricalineasure of laser spot to solar hright -
ness inthe 800-900mm band was determined 011 Farth
using a UDT " 21A power mieter and the 800-900mn
band pass filters used in the car nera’s optics, Mid-
day sunlighit wa s mecasured till’ollp,Il the filters @
8.06% 10- "W /c?. Laser output was measurcd at
3.98 x 10- 3W. Recall,however . that the laser light
is split iuto 15 beams. A separate test found the
splitter (ransmits 76% of the energy mito the p rnnary
beamns, Assuming uniform b ca s, cach one conlains
2.01x 10- "W after passing thiough the filter set. If
cach beam is concentrated within 0.5em?, the power 1S
4.02 x 10" "W /em? which results inaratio of b to 1for
laser spot to solar intensity, Since the beamn has heen

focused to less than 0.5cm? at .6Bi it iS reasonable to
expect this ratio is achieved.

B. Ca mera Optics

Assuming laser light incident onthe terrain is approx-
imately b thmes as bright as sunlight 1n ihe pass band,
camera design can proceed with the goal of exposing
pixels to 20% of their capacity for nominal images of
terrain. This exposure will provide the greatest dy -
namic range i the image and facilitate differentiating
the laser spots from other nage features.

Our analysis mcludes the following factors and as.
sumptions:

e Solar illumination with a spectruimn as depicted
in Figure .

¢ Angle of incidence: assuined to be norial, to
provide the brightest Hhnnination.

¢ Angleof reflectance: assumedtobenormal, to
provide the brightest nnage .

¢ Lambertian reflectance: the SIPfil((reflects
light uniforinly in all directions,

¢ Albedo: i'sS 0.3 atall
frequencies. Viking orbiter measurcments show
Mars surface albedoto vary from g1 to 0.36 [2].

£, the surface albedo,

o Optical filters: to adimit @ 100nm band of light

centered at 850mm. The transmittance of the filter
IS assumnicd to be uniform across the pass hand.,

o Apcrture: the diameter of the camera lens’

opening,.
¢ Focallength of the lens.

o Quantum ¢ fliciency of the CCD hmag ing de-
Vice.

o Size of pixelsinthe CCD nuaging device.
o Welldepth of pixelsinthe CC]) imaging device.

e Exposurc time: O.1scc The shortest reliable
exposure for the carnera hardware is 0.0Iscc. Us-
ing0.1scc provides room for adjustinent Jater.

We do not consider:

. ¥ocu s

« Diffraction e flec s

. Phasc angle

The analysis Will proceed from cach “end” of the

problem. First | the power necessary to expose one im-
age pixel k) 20% capacity is considered. Next, filter

and lenis components to micet that requirement are se -
lected.
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Fig. 6. Quantur n efficiency of the KAI-0370N1 CCID.

C. Pirel Faprosurc

e tlns seet 1on the eniergy required to expose one pixel
10 20% of its capacity is calculated. The computation
is based onmanulacturer’s specifications for the Kodak
KAIL-0370N1 CCD, but the approach is appropriate for
other maging devices as well.

A CCD nnager is a  2-dimensional array of
mdividually-addressable clernerts (pixels) whose ont -
puts may be comhined to forin an image. Tmpor-
tant Tactors in CCD pixel perfors nance are size, well
depth, quantun ¢ flicieney, and fill factor. Size
refers Lo on- center spacing between pixels. Spacing IS
most often rectangular, but not strictly square. 1 -
cident 1ol on energy at a pixel IS ncasured as the
charge on a capacitor, wit b well depth being the fully
satura ted charge (in el cetrons). Quantum efliciency is
the rate at which the device converts photons to clee-
trons at thie capacitor. Figure 6 shows how ¢ uantum
eflicieney varies with wavele ngth in the region of the
spectrum around the laser’s wavelength. 1 'inally, fill
factor is the perecentage of pixel area able to gather
light. The KAL-0370N1 specifications incorporate fill
factor into the quantuin efficiency chart.

The equation governing intensity registered at a
pixclis

. ) P X exposurc.time x quantuni-cfliclenicy
mtensity = - ‘
By x well_dep th

Iitensity refers 1o the level of exphosure from 0.0
to 1.0 (fully saturated).  ®i is the p ower incident
on one pixel, I, is energy PCT photon. 19, is co
puted for light in the middle of the filler band-
pass vegion (850 mn). Sinee 20% exposure is desived,

intensity = 0.2. Other paramecters are easily con-
putable, dictated by hardware constraints, or are avail-
able from the manufacturer’s specification sheet Yor
this system:

Pixel Size 158 jan?
Exposure Time 0.1 [1 scc
Quantum Efliciency 0.03 {at 850nn)
Well Deptlr 60,000 electrons
Photon Energy  2.34x 107" J(at 85[111111)

Now, solving ¥quation 1 for p ower, and substituting
i the known guantities:

~intensity X By, xowelldepth

(Jal~t2 1L.{ fliticllcy x exposure_time

0.20 x 2.34 x 10713 /photonx 60,000 ¢l cetrons
0.03clectrons/photon x 0.1 Osec

= 935 X107 W

0.35 X107 W, is thepower of light at 850mmn re-
quired to expose one pixel 20% in ().1 sceonds.

D. Lensand Filler 1 1017/( Lers

This section considers lenis and filter componentsthat
will deliver 9.35 x 10- ;1 W tocach pixel for antmage
of nominalterrain. Since only the the light incident
ou a single pixel is of interest, i IS assuied for now
that the surface being imaged is a sinall piateh of just,
the right sizethat its focused immage exactly coversone
pixel. The resull gencralizes across the entire iiage.
Thie power of light a a pixel is given by:

Dz wl, cos 0. ATy
where

o w = 71(1 /4% is thesolidangle subtended by the
lens,as viewed fronithe surface patch[sr].d is
the diameter of thelens[imjandr is the distance
from the lens ta the surface patch 1],

e 1, is theradiance of thesurface[W 1112 sc].

e cos 0. Ag IS the fore-shortened arca of the surliice
patch [in?), where 0. is the anttance angle be-
tween the surface pateh and the receiver line of
sight.

o 'Iyisthictransmittance of the filler.

For now, the lens parameters are fixed and an ap-
propriate filter transmittance (I't) is computed. To




P roceed, Ag, arca of surlace patch, d, the diameter of
the 1('1)s, 1, tile rangeto the surfacepatch, L, radiance
ol the Surface, and 0., and the emittance anglemust
be found.

The lens has a focal length of 8nnn and an f-nunber
of 4. 1-number is defined as f('cf"rlf"ilf"'g“' , 80 (120X
107 *m. 'The camera is 0.65m from the surface and
s assumed 0. = 00 With these paramcters, w is
cot putedas:

w = ad?/4?
7(2.0 x 107 *11) 2/4(0.65n)?

4.83 x 107 sr

Next, Agis calewlated. The arca of the surface patch
depends on the arca Ay of an linage pixel, the focal
length, 1, of the lens, the range, r, and the viewing
angle 0, as

Ail‘z
12 cos .
158712 (0.65m)?
(81111)? cos 0
0.0104cin?

Ay

Finally, 1., radiance of the surface, is given by:

L . [I]':
7
Where I3 is the surface irradiance W/imm? and p -

0.3, is ilic surface albedo. ¥ can be approximated by
inspecting Figure b. Irradiance near the center of the
80)0-900mn band is 70 W /e, or 70004 W /e
across the whole baud. So L, = 668, W /ean? sr. There
fore, the power at a pixel (no filter) is:

q)i ' wl, cos 0( Amu' Jace
4.83 %107 %1668, W Jem? cos(0)0.0104em?
3.36 x 107 * W
Based on this, and the requiretnent fo v 9,35 «

10-7p¢W at the pixel, the desired transmittance for
the filler 15 Ty = S50 - 0.028

Reviewing the calculations up to this point: a filter
systemn that transimits 2.8% o  the light uniforinly be-
tween 800 and 9001 1, and 0% elsewhere Will expose
one pixel 20% in 0. Isce and will provide a b to 1 ratio
of laser to solar brightness in the image. The 10011
pass-band filter is created by combining two colored
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Pig. 7. Twao filters ave used in conbination to restrict
light to an 800 t o 900mm band. Alsout 4% of the light
in that hand IS transmitted.

glass filters: one cuts light below 8001 (R G-830), and
arothier cuts light above 90011111 (KG-1). Thecombi-
nation of the two results in 4% transimission between
800 and 900w (Figure 7) The difference between the
desired 2.8% and 4% is made up Ly adjusting exposure
timie of the CCD appropriately.

V. Resuirs

The primary goals of this work are to provide fast,
rehiable and accurate in formation about the terrain for
rover navigation. Fach of these will be examined in
turn,

The overall thne required for a hazard scan depends
primarily on titme required to expose and collect -
ages of ilie projected laser spots. Since the system
uses sinple logic for spot detection, mage processing
is negligible. 011 the i486-cquipped rover (Rocky 111)
exposure time 1S 10 0 s per camera, acquisition takes
600ms, and an additiona) 30ms are required to turn the
lasers on and off] find the spots and compute hazard
heights. As a result, Rocky 11 can complete a hazard
sca 1in 8301 ns. This IS over 20 times the rate for Mars
Pathfinder hazard scans. We estimate the 8§085-based
LSRR systemn will require 4 scconds per scan. This is
about b times as fast as Mars Patlifinder using the
same computer and camcera technologies.

Asarule of thumb | rocker-bogey type rovers travel
safcly at! ;11 O f a wh cel diamneter per hazard scan.
The new sensor provides o ¢ speeds up 1o Gen/sec
on an LSR-sized rover with a 48G-class commputer, or
1.26cm/sec with an 8085, This is b to 20 tines as
fast as could be maintained using the older sensor
aboard Mars Pathfinder. Rocky 111 cemtravel safely

1000
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at 3.6cin/sec.

The speed of the system arises frotn the fact that
sitnple p cak-detect 1on Jogic is used to find the laser
spots. T'he reliability of this approacly was cvaluated
by measuring the rate of spot detectionina series of
24 test nnages acquired over anarca of sinmlated Mars
terrain in full sun (Figure 8). I the 24 huages, 339
spols were visible. of ' these, 335, or 99% were de-
tecied. 11 rtwocases, or about 0.5% ot the time, a
bright patch ot ground was mistaken for a laser spot

The sensor’s accuracy in yeporting the coordinates
of obstacles was eval uat ed using the saine test images.
The reported height for cach rock was found to be
within len of the true height. Acenracy in lateral and
fore-aft dimensions was evaluated qualitatively by in-
specting a reconstruction of the scene generated using,
the sensor data (Figure 8). Fvery ha zard was detect ed.

The new syst e ret u rns 50% more information
about the ter rain in cacl i hazard scan than the older
design (30 data points versus 20). W hen accurate
odometry is available, the uniform arrang ement data
poitts provides for e grid terrain maps, siinilar to
the one illustrated in Figure §. These maps are hikely
to be explottedin future work aimed at more eflicient
navigation. Conversely, the Mars Pathfinder senisor’s
20 points arc arranged in a non-uniform 4x5 grid that
IS not as appropriate for building terrainmaps.

V1. CONCLUSION

We have presented the design and implementation of

a hazard sensor that provides for safe travel at § 1o
20 times that of carlicr technologics. Additionally, the
sensor oflers:

e Reliability: 99% of de teet able spots are found
using simple peak-detection lopic,

o Accuracy: The systemn has danonstrated better
thau  Tanaceuracy indetecting obstacle height.

¢ Flight-qualificd components: The system is
primarily built of alrcady qualified components.
Theonly :i.~yet-IH(I:lific(l partisdiflraction
grating for splitting laser light.

¢ Low mass: T'lie sensor weighs approximately 200
grams,excluding cabling.

¢ Low power: Consumption peak is L1 Watt The
same sensor power budget as Mars Pathfinder
provides hazard scans at b to 20 fimes the
frequ en ey, offering equivalent increases i safe

traversal speed.

¢ No moving parts.
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Obviously, the requirement shown in Figure 1 is derived from experience with some typical
measurements shown here. The increase in peak acceleration with increasing frequency is a
measured fact, and occurs because of the low effective mass generally associated with higher
frequency structural resonances.

2.1.1 Failure Modes

The failure, modes produced by shock excitation can be broadly grouped into four categories. First
are those failures associated with high stresses, such as buckling of long and slender structures,
plastic deformation of structures or fracture in brittle components. Next arc failures due to high
acceleration levels, which can cause relays to chatter, potentiometers to slip and bolts to loosen,
Third are problems associated with excessive displacement, which include broken solder joints,
cracked PC boards and wave guides, or genera problems associated with the impact of one
structural component into another. The final category consists of transient electrical malfunctions,
which occur only during application of the shock environment. Such malfunctions occur in
capacitors, crystal oscillators and hybrids, the latter of which can temporarily short circuit during a
shock event due to contact between the device package and internal die bond wires.

2.1.2 Supporting Data

Many studies regarding the effects of pyrotechnic shock have been conducted during the life span
of the aerospace industry, but one of the best is perhaps that provided in Reference. 1. Conducted
by the Aerospace Corporation under contract to the Air Force Systems Command Space Division,
the study examined and summarized ordnance-re]atcd shock failures over a period spanning some
20 ycars, dating from the first missile-related pyro shock failures in the early 1960s to about 1982
when the study was concluded. A total of 85 flight failure events arc summarized in the paper,
reflecting events ranging from relay chatter, broken electrical wires and leads, cracked glass diodes
or fracture of brittle ceramic components and a number of others.

3.0 Tradeoffs

Failure mode sensitivities and cost tradeoffs for the pyrotechnic shock environment need to be
discussed in the context of a particular test technique, The three principal methods for shock
testing include shaker synthesis, resonant plate testing and actual firing of pyro devices.

In the shaker synthesis technique, the article to be shock tested is mounted to an electrodynamics
vibration shaker using an appropriate fixture. A function generator is connected to the shaker, and
a triangular, square wave, half-sine or similar time-based pulse is input to the test article in an
attempt to gencrate the desired frequency response spectrum,

Generally, this is a trouble-prone and ineffective exercise because, as stated above, a pyro shock
pulse rarely manifests itself as a simple function, Furthermore, the shaker synthesis technique
tends to input excessive energy to the structure at low frequencies and insufficient energy at high
frequencies. As a result, hardware subjected to such tests is oftcn overtested in the low frequency
regime and undertested clseu’ here.

In an attempt to improve upon the synthesis method, many environmental test engincers have
attempted to modify the input to the shaker using so-called “chirp” techniques. In this case, output
from the function generator is passed through a graphic equalizer before being routed to the shaker.
The shaker input spectrum is then “tuned” through an increase in the gain of high frequency
signals, and through an attendant gain reduction at low frequencies. Unfortunately, such efforts
offer marginal improvements at best, due to the inherent low-pass filter characteristic.s of a
mechanical shaker.
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In the resonant plate technique, advantage is taken of the fact that a stiff, free-free metal plate can
exhibit very high frequency resonances. The article to be tested is mounted to an aluminum or steel
plate, and the plate is subsequently suspended in mid-air. A metal pendulum is then swung into
contact with the plate, inducing transient vibration. |f the frequency response of the mounted test
article is measured with an accelerometer, a plot such asthat illustrated in Figure 4 can result,

ras Hammer angle 600
- 55°
— 50°
— 40°
[ 35”

102

Peak acceleration,

10+

BRI
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104

Frequency, Hz

Figure 4 - Response Spectrum in Resonant Plate Test

Although this technique can clearly produce a response. exhibiting the desired trend of increasing
accelerat ion with increasing frequency, it is still less than ideal. Tuning of the response spcctrum
such that the correct accelerations occur at the desired frequencies is very difficult, involving
modification of the plate thickness, shape or suspension method, modification of similar hammer
characteristics, or modification of the hammer swing angle as illustrated in Figure 4. These
activities are time consuming and generally based on trial and error, and may never produce the

correct response spectrum.

The best pyrotechnic shock test method, then, is onc which utilizes pyrotechnic devices. Due to
safety, facility and related requirements, this can be an expensive proposition. However,
considering the time which might otherwise be wasted during the construct of a simulation, and
considering the potential for over-design or underdesign of hardware which could occur if the
simulation is inaccurate, the pyro method may in fact be a bargain. It should be utilized if at all

possible.

Armed with our vast knowledge of the primary shock testing methods, we can now present
appropriate test control parameters, the sensitivity of failure, modes to changes in these parameters,
and cost tradeoffs associated with each, Figure 5 provides a summary matrix of this information.
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Figure 5- Control Parameter Sensitivity and

Cost Sensitivity
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3. Radiation Design Margin_ Requirement

1.0 Objectives

Onc of the design drivers of spacecraft is the requirement to survive in the radiation environment
expected to be encountered throughout the mission. Flight assemblies shall be designed to
withstand ionizat ion effects and displacement damage resulting from the flight radiation
environment with the required radiation design margin (RDM).

The definition of RDMi s the ratio of radiation capability of the part or component for a given
application to the expected radiation environment at their respective location during the mission.
"The part/component radiation capability is defined to be the fluence (or dose), flux (or dose rate) of
charged particles or nuclear radiation which will produce enough change (degradation or radiation-
induced int erference) in the part characterist ics to cause the part to operate outside of its
specification for the particular circuit application.

The RDM requirement is imposed on assemblies or subsystems to assure reliable operation anti to
minimize risk, especially in mission critical applications. The general use of an RI>M
acknowledges the uncertainties in environmental calculations anti part radiation hardness
determinat ions,

2.0 Typical R equirements

Based on flight experiences, it is standard practice, a JPL. to require an RDM of 2 for most
applications if only the inadvertent shielding of the surrounding spacecraft or instrument enclosure
materials are considered in the radiation/shielding analysis. However it requires an RDM of 3
when local shielding, such as component/part package or spot shielding, is taken into account.

The RDM requirement does not apply to single event effects (S1 il), such as single event upset
(SEU), single event latchup (SEI ), etc., since SEE is evaluated on a probabilistic basis.

2.1 Rationale

The uncertainties in radiation environment estimates and the part or component radiation capability
determinations lead to RDM values between 3.5 to 11.5 (Ref.1). Historically, the introduction of
an RIDM of 2 stems from the Voyager Project and was established based solely on not having
sufficient mass allowance. for shielding, An RIDM much greater than 2, perhaps as high as 10,
would have been selected to cover all uncertainties if there haci been sufficient mass available (Ref.
1).

An RDM of 3is imposed when local shielding, such as component/part package or spot shielding,
istaken into account. Thereis an implied greater risk associated with taking the local shielding into
consideration because this is done in cases where soft parts, rather than inherently hard parts, must
bc used that are dependent on local shielding and their calculated shielding effectiveness.
2.1.1Failure Modes

(1) l.ong-Tern] ionization Effects

Potential problems with the electronics and material arise from the long-term effects of ionizing

radiation. The magnitude of long-term ionization is a function primarily of ionizing energy
deposition, i.e. the dose measured in rads in the material in question.
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in semiconductor devices, these arc manifested in charges being trapped in insulating layers on
the. surface of the semiconductor devices. They arc most important in MOS structures in which
trapped charges in the gate oxide layer produce a change in the apparent gate voltage. ‘1’ rapped
charges in surface passivat ion layers are also important in junction devices where they may
produce an inversion layer that spreads out over the effective surface area, thereby increasing the
recombination-generation currents. These currents are most important in bipolar transistors that arc
operated at low collector currents and in n-channel JFET devices. The susceptibility to surface
recombinat ion depends on the qualit y of the oxide layer and the applied electric field,

in optical materias, long-term ionization effects appear primarily as an increase in optical
absorption. These are usually manifestation of charges trapping at a pre-existing defect, so the
absorption rate is a strong function of the initial material propertics. }‘or example, fused quartz
gencerally colors less than alkali glasses for a given ionizing dose.
in quartz. crystal used for precision oscillators or filters, long-km ionization effects can produce
significant resonant-frequency shifts. Again there is a strong dependence upon the type of material
used. Natural quartz. shows the largest frequency shift for a given ionizing dose, synthetic quartz
shows less, anti swept synthetic quartz shows even less. in these cases proper selection of the
quartz crystal growth method can minimize the. effect.
The devices and materials of concern and the most serious radiation induced effects arc:

(1) MOS devices (threshold voltage shift, enhanced leakage).

(2) Bipolar transistors (h,,. degradation, especially at low 1. ; leakage current), and
junction field effects transistors (J11iTs) (enhanced source-drain leakage current).

(3) Analog microcircuits (offset voltage, offset current and bias-current changes, gain
degradation).

(4) Digital microcircuits (enhanced transistor leakage, or logic failure due to ionizing
dose induced hy, & V., changes).

(5) Quartz, resonant crystals (frequency shifts).

(6) Optical materials (increased absorption).

(7) External polymeric surfaces (mechanical degradation).
(2) Transient lonization Effects (Interference)
Interference is defined as transient ionization effects that persist only while the electronics arc being
irradiated, and whose severity is generall y proportional to the dose rate. Interference effects
depend primarily on the rate of ionization energy deposition, i.e., the dose rate measured in rad/s.
g hereare four types of interference in electronics devices and optical materials:

(1) Primary photocurrents in low current sensitive input stages to the electronics,

(2) Electron emission from cathodes of electron multiplier-type dctectors.

(3) ionization-induced conductivity in photo-sensitive materials, such as those. in
detector surfaces.
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(4) lonization-induced fluorescence in optical materials, such as detector windows and
lenses (fluorescence efficiencies vary strongly with the types of material).

(3) Displacement Effects

Displacement of atoms in crystal lattices cause permanent changes to material properties. The
expected proton and electron fluences usually do not represent as severe an environment for
displacement effects as for long-term ionization effects. Therefore, only the most sensitive devices
wil 1 be affected significant] y by displacement effects.
[isplacement effects can affect the following devices and properties in the. electronics:

(1) Bipolar transistors with low £, (hyy. , Ve sarr Vi sar)-

(2) PN junction diodes (V. V)

(3) Light emitting diodes (ILED) (V,, V,,, light emitting efficiency).

(4) semiconductor photodetectors (quantum efficiency).

(5) Devices incorporating lateral p-n-p transistors (hy,. , Vg sat> Vg sar)-

(6) MOSFEETs (resistance, |eakage current).

2+1.2 Supporting Data

The JPL. PFR database was searched for types of failures and failure modes recorded during the

radiation tests and in flight. An abstract of some of the PI'R data related to radiation effects are
shown in Table 1.

I"able 1. JPL Radiation Effects Problem/Failure History

S/IC [ PRR# [ Environment | Description Failure Mode

Voyager | 41048 | Flight NrT counts in rate channels of HET | Probably onc of the 3 hi-polar transistors in
o 2 telescope the circuil failed duc to radiation
Gaileo | 52602 | Flight Observed noise spikes A likely correlation with highsolar activity ~
characteristic of radiation induced level
events in SS1
Galileo 41341 | Test The ultra stable oscillator (11SO) (1) negative frequency shiftis to be expected

shifted frequency -1.676 Hz.due to when swept synthetic quarltz is irradiated
a SKrads dose.
(2) the offset voltage changes in the
1.M108HR of the inner oven control circuit
o resulting from radiation

Galileo 44287 | Test Some of CDS’s memory RAMs got | Significant degradation of the read disturb ~
o worse with radiation threshold

3.0 Tradeoffs

Often an RDM of 2 is perceived by many people as being overly conservative. The selection of an
RDM may be somewhat arbitrary and will tend to be driven by mass limitations, acceptable risk
versus cost, and the total radiation hardness program.

Projects typically have resources and mass limitations which preclude usage of more conservative

RDMs. Based on the “best” radiation model at the time, the part radiation hardness test data, and
the expected mass and other resource limitations, a radiation design factor of 2 (3 if local shicld is
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considered) is required for spacecraft flight elements. The term used to describe this radiation
design factor is “radiation design margin”, and this is the source of most common
misunderstanding. The problem arises from the fact that there arc significant uncertaintiesin al the
elements in the radiation susceptibility calculations, and the term “radiation design margin” implies
a known factor of safety, which in turn implics a large degree of certainty of survival in the
radiation environment. For this reason RDM which implies a margin isrea 1y a misnomer. It may
be more appropriate to refer to a radiation design factor and not inadvertently mislead people to
believe a conservative margin exists. An RDM of 2 is not, nor was it ever, intended to imply
100% margin as it has sometimes been misconstrued to mean. An RIDM of 2 dots not cover the
uncertainties as indicated in Reference 1. 1 lowever, in the world of practicality an RDM of 2 was
al that was affordable on Voyager, and it worked on the onc spacecraft that was tested. It is
important to reiterate that there arc uncertainties in environmental calculations and part radiation
hardness determinations in the usc of RIDM.

(1) Radiation Hardness Determination

I"here are at least four quantities that can contribute to the uncertainty in the part radiation capability:
the part type, the manufacturing process, the circuit design, and the particular circuit application.
I’here arc many different part types, many circuit designs and applications and perhaps severa
different manufacturing processes, Consequently, the uncertainty in the part capability has to be
sufficiently large to account for the large variations from part to part. Most of these arc difficult to
quantify and testing is the onl y method of determining the radiation capability to be expected in a
given flight lot. Even though the uncertainty for any one specific part may be quite small, different
radiation test conditions can generate different capability values. For some linear integrated circuit
devices, the total ionizing dose (TID) capability could drop dramatically if tested with low dose
rate instead of high dose rate. For example, OP42 was rated a radiation-hard device (> 100 Krads)
in the past but was recently found to be very soft (- 15 Krads or lower) when tested with low dose
rate which better simulated the flight environment.

As clectronics parts now have higher capacity and smaller volume compared to those used on
Voyager and other spacecraft, it is prudent to carefully rc-examine RIDMs of higher magnitude on
future spacecraft programs or to refine the part radiation hardness determination technique if an
RDM of 2 or lower is demanded, The part radiation hardness test is gencrally a cost driver, This
is primarily duc to the fact that a more accurate test requires more samples, more realistic flight
simulating radiation sources and conditions, and longer test time.

The alternative to overcoming the test uncertainties is to perform the worst case analysis (WCA) for
the circuit applications. For example, if a bipolar transistor was rated 50 Krads in term of h;.
degradation, but the parameters shift duc to an irradiation of 100 Krads is still acceptable based on
the worst case analysis, this part has the required RDM of 2 if the local environment is 50 Krads.

(2) Radiation Environment Calculation

The local ambient radiation environment is dependent on the mission design, the environmental
radiation models, the radiation transport code, and the spacecraft mass model. The calculated
radiation environment might be the total ionizing does (TID), 20 MeV equivalent proton fluence for
displacement damage, or flux for detector interference effects.

The uncertainty in the radiation model depends on the environment in question and the mission
design. Uncertainties in the mission design are difficult to quantify. The parameters involved here
include the trajectory (heliocentric distance, mission length, altitude, inclination, etc.) and launch
date. The uncertainty in the radiation environment depends on the environment in question. As an
example, prediction of proton fluences from solar flares is treated probabilistically and the
discrepancy between predictions for the 10 McV fluence between two different solar flare models
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is afactor of 2 (at the 95% confidence level) (Ref. 1). Similarly, the uncertainties in the Jovian
trapped electron environment and the Earth’s trapped radiation proton model AP8 arc  aso
estimated to bc a factor of 2. The uncertainties resulting from the use of different radiation
transport codes and different spacecraft mass models arc generally less than a factor of 2 (Ref. 1).

Typicall y, once the mission design is confirmed, the TID as a function of shielding thickness
(dose-depth data) arc generated for a simplified geometric mass model, such as the spherical shell
model. Figure 1 is an example of a flight mission at 1 AU from the sun during the solar max
period, It is standard practice to apply the dose,-depth curve at 95% confidence level for the flight
assembly (unit) design. This radiation dose curve can be used to obtain conservative “first-look”
shielded dose values without hardware configuration modeling. These dose plots should only be
used to obtain dose value by using the minimum shield thickness applicable to a given hardware
location. Since these plots do not represent flight hardware configurations, they should be used
for design assessment only if they arc applied in a conservative manner (minimum shield thickness
used). If the concerned part does not mect the RDM of 2 requirement based on this conservative
TII level, athree dimensional mass model simulating the flight assembly (unit) is then constructed
for the radiation transport code. The resulting TID level will be lower than the TID data from the
spherical shell model and therefore the concerned part is more likely to meet the RDM requirement.
However, when the part/component package has to be included in the 31D mass model or a spot
shield has to be added, the RDM is increased from 2 to 3 as explained earlier. The more extensive
radiation/shielding calculations tend to be a cost driver, but it relieves the shielding requirement and
therefore saves more mass.

Radiation/shielding analysis is relatively cheap compared to spot shielding design/in~plcnlcntation
or part radiation hardness tests. It takes several days to analyze T1 D with a simplified mass model,
such as a box, or several weeks to generate more accurate T results with a more realistic mass
mode] to simulate the flight assembly (unit). The resulting lower TID level reduces the
unnecessary shielding mass-and relieves-the part hardness test rigidity

Figure 1
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Failure mode sensitivities and cost tradeoffs for the radiation design margin (RDM) requirement are

illustrated in Table 2.

Table 2. Contr)l Parameter Sensitivity and Cost

ensitivity

Requirement

Control Parameter

Failure Modes

Sensitivity to

Increase Failures

cost

P D
Radiation Design Radiation Long-Term Refining Radiation
Margin Capability (P) lonization Effects - 4 Capability Test
(RDM = P/D)
L.ocal Radiation Transient Refining Radiation
Environment (D) | lonization Effects - 4 Environment
Calculation
Displacement
Effects - +

4.0 References

1. JPL. IOM 5217-88-39, “Radiation Design Margins’, S. B. Gabriel to Distribution, September

22, 1988.
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4. Minimum Operating Time Reguirement

1.0 Objectives

The objectives of operating assemblics or subsystems for a minimum period of time or number of
cycles are to verify their operation in accordance with the design requirements and to ensure that
the manufacturing workmanship or integration processes have not compromised their reliability. It
also verifies the appropriateness of the design for the mission, based on the anticipated failure
modes.

2.0 Typical Requirements

operational hours (for electronics) or the number of mechanical cycles (for periodic or continuous

cycling mechanical units) should be sufficient to demonstrate operation despite of design,
workmanship or integration problems.

Minimum operating time requirements, as specified in JPL-D-8966, for different spacecraft classes
ae

1,000 hours for Class A spacecraft
500 hours for Class B spacecraft
200 hours for Classes C and D spacecraft
Mechanical cycling is 1.5 times the mission-required cycles

industry requirements for electronic burn-in vary from 100 to 2,000 hours. In most cases, the
avai lable specificat ions for operational hour/cycle requirements do not provide the rationale or
methodology for their determination.

2.1 Rationale

The operational duration and power cycling of electronics, or the number of cycles of mechanical
cycling devices serve to uncover clectrical/mechanical infant mortality or latent defects, thus
assuring spacecraft reliability. They aso provide information on integrity, as well as operational or
reliabilit y expectancy of the equipment being tested, IDuring the testing, some or al of the expected
stresses are applied to the equipment. Depending on the failure modes expected for the applied
stresses and their duration, failures of weak components or assemblies will appear on a certain time
scale.. As indicated in Reference 1, time dependent failure mechanisms can be important for a
significant number of hardware elements.

2.1.1 Failure M odes
Examples of time-dependent deficiencies and defects arc summarized below:

1. Design deficiencies, such as:

a. Electrical or mechanical component, or mechanical assembly wearout caused by excessive
stresses, poor tolerancing, or workmanship.

b. Electrical or mechanical over-stress of components causing hard failures.

c. Thermal design deficiency causing component parametric drift and an increase in inherent
failure rate.

d.Loss or inadequate lubrication of mechanical cycling devices.

2. Workmanship defects, such as:
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a. Poor solder joints (also temperature/cycle dependence).
b. Damaged component hermetic encapsulation.

c. Inadequate welding of pyre-activated devices (such as bellows) causing leaks and failure to
actuate.

3. Software problems, such as:

a. Errors that can only be identified when the codes in question arc exccuted. This may take a
long period of time.

The JPL Problem Failure Reporting, PFR, database was searched for failure modes found in tests
and the test operational time and/or operational cycle duration. Examples of some of the failure
modes arc tabulated below:

Examples of Failure Modes

_Design (electrical) Design (mechanical) - Workmanship }
Functional anomalies Poor solder joints Poor solder joints
Out of spec operation Overheating Loow or high torque on
Detectable over-stress Materia interference (dissimilar fasteners
Electronic instabilities materials) Cracks in component
Parameter variation encapsulation
Sneak circuits
Shorting to ground
open circuits
Inadequate interfaces
Cracked PCB traces

Fach failure mode typically has a different time dependency that requires individual consideration.
For some failure modes. onerational duration/cycle requirements may be statistically_ estimated
from a knowledge of the detailed mechanisms of specific failure modes. For other time- or cycle-
scnsitive failure modes, they may be determined through factorial design or estimated from a
database search. For many of the failure modes, the minimum operating time based on this factorial
design has been determined and they can be found in the literature.

2.1.2 Supporting Data and Recommendations

The JPL PFR database was searched to determine the types of failures and failure modes recorded

during operational time or cycling duration tests. An abstract of some of the PFR data is shown in
Table 1.

The JPL. flight anomalies database was examined to establish their time or cycle dependence. For
the latter, some orbiter S/IC data from GSFC were also reviewed, together with the JPL
interplanetary S/C database. The reason for including both orbiters and interplanetary S/C is that
the New Millennium is a series of S/IC which will be designed and manufactured more like
commercial orbiters than traditional JPL interplanetary S/C. Data from some orbiters show flight
failures that arc directly related to the operating time or operational cycle duration, possibly
indicating an inadequacy of testing.
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Table 1, Ground Test Anomalies Related to Operational Time and/or Cycling for Interplanetary and

orbiter S/C.
S/C PFR # | Description Nature of Test Comment
Viking 30716 Power events meter for TMU-a failed Power Cycling Power monitor drawer
— cycling problem
Voyager 36144 Scope display not calibrated at screentop | operating Time Found defective -
_ oscilloscope
Voyager 37221 Chain A #03 signds incorrect frequency | S'W Error Shown when this -
- width code executed
Voyager 40330 Erratic limit cycling in pm burn mode SW Firror Shown when this ~
Code executed —
Voyager 40724 Shunt radiator simulator relay cycling Cycling
Voyager 105581 | Prop valve leaked after hot cycling Cycling
Acoustic 40529 | L&R sample handle.r retraction time Operating time or | Wearout, mechanical -
- increased cycling
ATMOS 31744 Noag_ilghl vib. isolator helicoil lock Operating time Wearout, fasteners -
— capability _ —
ATMOS 51054 | 1R detector could not be cooled downto | Operating time
- its normal temp. _
N’ sex; 210249 | Vdve switch drive circuit fallure Power Switching
_ Or)/off
Cassini 59729 S/W error in hot and cold temperature Exccution time S/W’ errors should not
be dependent on
_— — temperature —
Galileo 54308 Lcet air conditioning failed/CI)S-SlI Operating lime
— overheated
Galileo 54570 PPE failed to achieve 1.5 ppm dewpoint | Operating time Ncw filters installed ~
_ spec.
Galilco 41308 | S-band command switch sticksin $/CHI | Operating Time Switch wearout "
_ position
Microwave 58099 Theantenna is not forward stepping, Operat i ng Wearout;  Flight
Limb Time/Cycling Failure. Motor
Sounder bearings _
NASA 710100 | Configuration: dssb, TWTA #2 sclected; | Power cycling
Scatterometer receive-only mode
Pioncer 100723 | Preamp output low on turn-on, increases | Operating time Would not bc found -
as a function of the operating time. without test.
- Contamination found —
SIR-C 56172 Cassette tape loading problem led to Power cycling
power supply failure. Cycling power
- on/off caused the 1'S failure
Tiros 1316 Gunn oscillator SW regulator PWR Operating time 15V shorted to the ~
o Supply failed ground
WEPC 49460 | A latch plate damaged by collar on the Operating time Reworked; Galled”
shaft surface machined,
base cleaned, surface
re-lubed.

No definitive conclusions could be made about the appropriate test or cycling duration from the
present JPL PFR Database, as the test time for the failures is not routinely recorded. With
cooperation from projects, efforts arc underway to ensure this information is always entered in the
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The operational t ime into flight can be obtained from the flight data. But, these data do not assure
knowledge of how long a particular assembly (unit) has been powered on or the number of cycles
accumulated on a particular switch since they do not include ground test information. Ho wever,
this information can be obtained from ground testing records or from test personnel, Table II
shows examples of flight anomalies related to the operating time or cycling of orbiters and an
interplanctary S/C (Voyager).

Table 11. Examnles of Flight Anomalies Related to the operating Time or Cycling of Orbiters and
an Interplanetary S/C (Voyager).

PFR S/C ub- Assem. | Symptom Cause Action Recommendatio Irs
-No. ystem Part b
ail
ADTZ82 | OBE | struciural | Sofar | Wing-B outer panel Microswitch did not [None possible - | Always provide K
Array telemetry displays > | fully close (make  |potentiometer backup device to
N-BOP | 95% deployment. contact). 1he telemetry shows |microswitch.
Should show lock microswitch T LM |deployment to be
position as nominal. suddenly indicated |10070.
fswitch did become a "lock" condition.
unctional after a
period of about 6
months.)
Comment: no effect on
___ | COBE mission.
07089 [AP samma | Zlec- Gainshiftoccurred m | Other causas Traced to aging | Age AGRS SN 003 7z
tay ronics | lunar orbit/sci data ok. characteristic of | (flight spare unit]
spectro- sensor. Pre-aged | same manner as
neter sensors 004 (Apollo 16 fii
w/simulated unit). Verify GR!
space calibration validi
environment. each flight unit
— subssquent to ag
ADOSGS |DE ‘ine Sun " | Sun'sensor beta lél(?le Actual cause ta rea out 45¢
sensor electronics chang unknown. Suspect | continues to
?ain and bias seftings | degradation of degrade with
or no known reason. | LM108 in time. Uso alpha
processing information only
electronics of oneo! |in producing
four fine bit atitude
channels. information.
Definite attitude
_ _ — not affected.
ERBS o Jamess [ Incorrect alpha angles | Spacecraft sun Flight dynames | Flight dynamics 7.
;eNsors ‘FRM from sun sensor #2. sensor #2 was (code 581) (code 581) chang
352) Eight Isb telemetr wired incorrectly. | changed their their ground
bits are inverted.The hatis, harness ground calibrations tofu
ninth bit is incorrect. rom sun sensor #2 | calibrations to correct for this e
to the electronics fully correct for in the spacecraft
box was mis-wired |this error in the Action to be take
tWO wires spacecraft. follow-up: none.
. reversed).
3T [ oyager | IF " | S-band HGA dnve High thermaldelta  [None. None - used as | 189
sub- dropped 5 dn analysis | of ttre transistor - was.
ystem of trend data, MSC 3005. Comments: for
indicating antenna Detailed defect of flights the MSC {
drive habeen the transistor should be replac
decreasing and remained unknown with transistors
becoming increasingly | - probably wearout having barrier rr
noisy since day 289 phenomena and go through a
(1977). This extended bum-ir
confirmed problem in Performance we
the S-band SSA in S/C normal in tte lov
x. power mode onl
amplifiers.

From this table, it is apparent that some design failures (wearout is considered as a design failure in
this discussion) during flight could have-been prevented by appropriate testing ‘and design
improvement, Test acceleration may be a feasible solution to mitigate flight failures occurring late
in flight for long missions.
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2.1.3 Calculation of Tots] Minimum Operating Time

The minimum operating time is determined based on the Duane graphical reliability growth model
that has been used in industry for over a decade. The relationship between the initial and final mean
time between failures (MTBF’s) is given below:

0, 1 (¢ Y
% ,1-a \ 1,
w here:

0,.=achicved final MTBF

0= initial MTBF

L = opcrational test duration

1, = initial test time (short burn-in time to correct for workmanship flaws)
« == growth rate

During operational testing, a S/C, is considered a repairable system, thus the reciprocal of its final
MTBRBEF is its falure rate at the beginning of flight. Since the initial and fina MTBF vary
exponentially with the growth rate, small variations in the growth rate result in significant changes
in the achieved final MTBF or the operational test time duration.

Test durations, shown in Table 111, are calculated with the following assumptions:

1. The subsystems or a combination of them have been functional] y tested prior to S/C

integration,

2. All test times arc additive.

3. The design and construction of interplanetary S/C arc similar to Earth orbiters.

4. Thetest failure correction uses an aggressive, industry-recommended average reliability
growth rate of @ = 0.6. For further cost savings, a more aggressive failure investigation and
correction process may be introduced to achieve a higher reliabil it y growth rate of o = 0.65.

Test failure modes include design, workmanship, and random failures.

Scored test failures arc critical at the subsystem level and onc failure is fatal. Allfailures arc
assumed independent. However, in the case of critical, dependent/induced failures, only the
first, original failure is scored,

7. The failure rate at launch is assumed to be 10 times the desired mission failure rate, as per

widely-accepted industry rule for newly-developed or newly-produced items.

8. Mission duration does not have any influence on test duration. The S/C are designed and

constructed as per mission duration requirements,
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Table 111. Operational Test Duration, Calculated for Average Reliability Growth Rates of o = 0.6
(currently attainable with existing JPL. failure investigation and concurrent engineering

practices) and o = 0.65 (Recommended for Faster Better Cheaper Missions).

ltem Failure Type Calculated Test Calculated Test
Duration, o« = 0.6 | Duration, o = 0.65
(hours) (hours)
Subsystems, a group of Design 500 350
subsystems, or a single Workmanship (see Note 2) (see Note 2)
string_ s/cC. Random (see Note 1)
Integrated system (assumed | Workmanship 200 170
integrat ion completed after (see Note 3) (sec Note 3)
subsystem testing. Design "
Worst case T00 520
Total Test Time (sec Note 4) (scc Note 4) _
Normal 500 350
(scc Note 5) (sce Note 6)

Note 1, Reduced random failures assume system improvement (i.e. a better qualit y or higher rated
component, design improvement, fault protection, etc.). Replacement of the failed
component does not guarantee elimination of a future failure of the same component.

Note 2. Test times can be accumulated during various engineering evaluation or environmental
tests.

Note 3. Additional test times at the integrated system level arc needed to screen for workmanship
or design (compatibility) defects that may be introduced during integration or as aresult of
subsystem interaction.

Note 4. Thisis a case in which all tests are conducted sequentially.

Note 5. Normally, 300 hours at the subsystem level and 200 hours at the integrated system level,
giving the required total of 500 hours.

Note 6. Normally, 180 hours at the subsystem level and 170 hours at the integrated system level,
giving the required total of 350 hours.

The number of test cycles of mechanical devices depends on whether they have previously been
tested. Mechanical devices, in most cases, are also subject to norma wecarout. Therefore, the
number of test cycles depends on the desired mission reliability. If the average number of wearont
desired is 4 (normally the case with mechanica cycling devices), then the number of test cycles
should be 1.7 times the required mission cycles. However, for Faster Better Cheaper Missions it is
recommended that 1.5 times the required mission cycles be used, resulting in an increased average
number of wearout of between 5 and 6.

Software operation cannot be separated easily from the hardware' s and its reliability must also be
taken in consideration, The software should be tested with a test compression factor and its
reliability determine.d with atest duration determined based on the required or desired reliability.

3.0 Tradeoffs

System operation time is both a cost and schedule driver. Operation time may be reduced to
prolong the useful life of devices that are subject to wearout, if cycling time has been accumulated.
At JPL, the minimum operating time for an integrated system may be reduced if operating timmes
have been accumulated on individual assemblies, operating times at the assembly (unit) level may
be sufficient to disclose failure modes, such as poor solder joints, out of spec operation, parameter
variation, materials interference, PCB defects, etc. The. accumulated test times on assemblies under
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various test conditions (environmental or engineering evaluations) can considerably reduce the
minimum operating time required for the integrated S/IC system, and still provide reasonable
verification of S/C integrity, robustness, and expected mission reliability.

Failure mode sensitivities and cost tradeoffs for the minimum operating time and minimum
operating cyclesrequirements arc illustrated in Table 1 V. During minimum time operation it isalso

important to exercise al potential combinations of operating modes of the hardware at least once to
identify mission critical modes.

‘I'able IV. Control Parameter Sensitivity and Cost Sensitivity.

Require- Control Failure Modes Sensitivity to Increased cost
ment Parameters Failures
dur | ES TS | MS
Opcrating | Duration Funct. anomaly + + + 0 | Duration +
Time
Electrical “ || Out of spec. operation |+ -t 4 0 | Electrical +
_ stress (ES) stress
Thermal Elect-wear + + - 0 | Thermal +
stress (TS) stress
Mecechanical Shorts + + 0 + || Mechanical +
stress (MS) stress
Poor solder joints + + + +
Parameter variation + + 4 0
Open circuits + + + +
Cracks + 0 + + |
Poor bonding + -t + +
Poor Interfaces + + 0 + |
(racked CB traces { 0 4 +
Operating | Duration Braking + 0 0 + || Duration +
Cycles
Electrical Deformation + 0 + + || Electrica +
. stress (ES) stress
Thermal Elect-wear 4 0 + + || Thermall +
_ stress (I'S) stress
Mechanicall Shorts 4 + -t + || Medhaicetal +
_ stress (MS) stress
Poor solder joints + + + +
Parameter variation 4 0 + 0
Open circuits -t + + -t
Cracks + 0 1 +
Poor bonding 1 + -t +
Poor interfaces _t + + +
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5. Svystem Level Fault Tree

1.0 Objectives

The System Level Fault Tree (SFT) pictorial y depicts those failure modes that result in mission
failure. In addition, the SFT" identifies single point failures (SPFs) and depicts mitigating design
features that are implemented. “I’he SFT analyzes and documents the significant high-level system
functional failure modes that arc important to various phases of the mission. The SF1" provides a
seamless link bet wcen the system level functional failure modes and the failure modes identified in
the subsystem Failure Modes, Effects and Criticality Analyses (FMECAS).

2.0 Typical Requirements

Develop a spacecraft level fault tree for each of the mission phases (i.e., launch, cruise, orbit
insertion, tour, etc.). Depict the spacecraft and ground system functional failure modes for those
phases. Guidelines for performing Fault Tree Analysis (FTI'A) arc provided in JP1. 11-5703 (Ref.
1). The SFT is supported by the subsystem level FMECAs.

2.3 Rationale

The SFT approach provides a systematic, logic based, graphical approach to analyze and
document the major failure modes that can lead to loss of the mission. The SFT displays the
logical relationship between the system level failure modes and the lower level events that lead to
these failure modes. This representation provides the development team, from the manager to the
working level engineer, with a view of significant threats to the mission. It aso offers the tarn
and its review board a chance to add failure modes not yet included in the model. This improves
the chances of including a complete set of failure modes. The guidelines in JPL 1>-5703 are
provided to promote uniformity of analysis methods within and across various projects. This
approach is beneficial for both the preparer anti the independent reviewer.

2.1.1 Relevant Failure Modes

The SI'T can be used to represent all possible failure mode, but its presence or absence does not
avoid or cause any one specific failurc mode. The SFTI is, however, especially useful in
identifying interface problems between two or more hardware clements when one clement has a
failure and another is required to perform some function to mitigate the c. ffects of the failure. For
example, consider a design where there is no autonomous fault protection that deals with a
particular failure. In this case the plan is to have ground support respond to the failure with some
mitigating action. If the required response time is significantly shorter than the mission two-way
light time, the groundsystem action would be of no use. This type of situation could, and has
been found and corrected,

2.2 Methods

The SFT should bc developed in the early design phases, and progressively refined and updated as
the design evolves. The initial SFT will gencrally represent high level functional blocks (e.g.,
units, equipment, etc.),but later become more definitive at lower levels as the design matures. The
first step in developing the SFT is to develop Functional Flow Diagrams (FFD) depicting all the
functions required to achieve the mission objective. Thel ) depicts all the ways the top level
function is achieved. For example, if there is block or functional redundancy within the spacecraft
the alternate paths for providing the function are depicted. Once the FFD is completed, the SKFT
can be developed. In the SET, the top level functional failure is indicated as well as al the lower
level events that can lead to the top level failure. Some failure modes require only one of several
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events to lead to the upper level failure. In this case, the lower level failure would be depicted as
inputs to an “or” gate under the upper level failure, t bus indicating that any one of these events
would lead to the upper level failure. Other failure modes require two or more events to lead to the
upper level failure. In this case the lower level events would be depicted as inputs to an “and” gate
under the upper failure, thus indicating that all of the events under the “and” gate arc required for
the upper level failure to occur. As is done in the FED, block or functional redundancy is depicted
inthe SKFT. in most cases, various phases of the mission require slightly different lower level
functions, so each phase may have a distinct SF1. These can be considered as subtrees of the
overall mission SFT. Guidelines for performing FTA are provided in JPL D-5703 (Ref. 1).

3.0 Tradeoffs

The project tradeoff for doing the SFT is based on the actual cost of developing the SFT" mode]
versus the reduction in expected cost (in a probabilistic sense) associated with an unidentified
inflight failure occurring. Specifically, the actual cost includes: developing the functional flow
diagrams, the SFT models and the associated design interface support. These actua costs are
compared to the reduction in expected cost of an inflight failure. The latter cost is based on several
factors including: the reduction in the probability of an inflight failure associated with an
unidentified failure mode, the fraction of the mission lost and the monetary value of the lost
spacecraft/science. A second project tradeoff to consider when offsetting the cost of SFT is the
avoided cost of redesign if SFT was not done, but a serious failure mode was found late in the
development cycle requiring design changes to prevent it from occurring.

3.1 Lffectiveness Versus Failure Modes

As mentioned in section 2.1.1, SFT's do not avoid any specific failure mode, but do depict and
facilitate an understanding of all known failure modes and interactions between elements of the
spacecraft. The SFT' model development, if done rigorously, increases the chance of launching a
spacecraft with no unidentified or inadequately mitigated failure mode. 1t should be acknowledged
that neither SFT nor any other form of analysis can be guaranteed to identify all possible failure
modes. However, SFTs arc very effective tools for systematically analyzing, documenting and
communicating information about failure modes and their mitigation on both simple and complex
systems.

3.2 Sensitivities

SKFT mcthods are straight forward, but accurately representing a spacecraft design requires a
somewhat unique combination of System Engineering, Software Engineering and the failure mode
analysis skills of a Reliability Engineer. If personnel possessing the relevant skills arc assigned to
the task, very complex spacecraft, such as Cassini, can be accurately represented at a cost of two to
three work years. Otherwise, the cost could be substantially higher and the resulting model could
be of much less value. in summary, the most important parameters arc the ST analyst and the
design information available to develop the model. Other parameters that influence types of failure
modes detected by the SFT and the cost of performing the SFT arc identified in Table 1.
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Table 1. Control Parameter Sensitivit y and Cost Sensitivity

‘equ EIONLr Ol ffectiveness (E) VS|Parametric Sensitivity (db/dP) ~{icost Function (p)
went | PParameters ailurc Modes +more effecti ve
(1 rencric, Specific) fo 0 neutral
cfault parameters 1 - less effective
iystem|S/C S/C Complexity | +
evel  [Complexity (CX)
ault (CX)
re  [Link (0SS Liitk o SIS +
I'MECA (FI. ‘MECA(FL)
No. Dev Cx[FL| N [MIML[SI{MR[TS{DM|EP Pw|No. Dev +
Partners (N) rartnets (N)
Mission w\/lission Phases |+
Phases (MI") MP)
Mission Life || werface Errors + s+ [+ |+ + ]+ - ||MiSSion Life +
(MI) (MI.)
No. Science No. Science +
Instru (S1) 11111 Instru) (S1
Margins In-ID'd S/SFunct [+ | - ]+ |4 1+ 1+ ]+ | Margins[Pwr, |0
[Pwr, Men, || ‘allures Men, Masg|
Mass] (MR) o (MR)
DevTeam || In-1D'd S/S Part + Tt d4l oo 0] 0 pev Team Size |+
Size (TS) ‘ailures — (1's)
1yev Mode Dev Mode
[Cling] (C.Eng](DM)
(DM) _
Fault t‘ault Protection | 4
Protection (FpP)
(FP)
s/W IV&V SIW IV&V
(SW) (SW)

4.0 References

1.JPL 1>-5703, “Jet Propulsion Laboratory, Reliability Analyses llandbook™, prepared by
Project Reliability Group, July 1990. “
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6. Electronic Parts Stress Analysis

S.0 Objectives

The highest level objective is developing spacecraft which meet the reliability expectations ofa
specific program. One of the activities used to assure high reliability of electronic circuits is
derating of the. circuit components to reduce their failure rates. Derating provides the circuit
components with reduced failure rate and robustness, so if unexpected conditions (e.g. increased
duty cycle, warmer than expected operating, temperatures, etc.) develop, the components will not
faill prematurely. The objective of reducing failure rates of electronic circuit components during
space missions is achieved when the lower level objective of validating, via Part Stress Analysis
(}’ SA), that the design meets the parts derating criteriais met,

2.0 Typical Requirements

Perform electrical circuit analysis on all electronic and electromechanical hardware to validate that
stress Icvelson circuit components comply with derating requirements, under worst case
conditions. The electronic PSA is supported by a piece part thermal anaysis. Guidelines for
performing PSA arc provided in JP1. D-5703, (Ref. 1).

2.1 Rationale

Electronic circuit components arc prone to early failure when overstressed, (i.e., excessive power
dissipation, high current, over voltage, high junction temperatures, etc.). Conversely, reduced
failure rates can be achieved by reducing circuit component stress levels by design practices that
reduce stress levels. Reducing circuit component stress levels has become well developed and is
called “Derating”. Electronic PSA verifies compliance with the derating requirements. The
guidelines in JPL D-5703 are provided to promote uniformity of analysis methods used by various
hardware suppliers, within and across various projects.

2.1.1 Relevant Failure Modes
Typical relevant failure modes are:

1. Design, Parts, Parts Stress/Selection/Weai out/Aging.
2.Design, Life, Deterioration/Randon~ Failure.

Note: Not included in this miniproduct arc unacceptable functional failures due to component
degradation with age and stress levels. These functional failures are addressed in the circuit Worst
Case Analysis (WCA).

2.1.2 Supporting Data

As indicated in Section 3.1, PSA is virtually the only gate that validates that components in the
electrical/electronic circuit comply with their derating requirements. This is manifested by the lack
of JPL. ground testing PFRs that are related to overstressed components. In addition, there, arc no
known inflight failure on JPL programs that were linked to component overstress. Only a few

ground testing problems have been linked to errors in the derating validation as indicated in the
Table 1,




Table L. OVER STRESSRELATED PHFRs of JPI .’s MISSIONS

Program Year Subsystem Failure mode
Mars Observer 1991 Camera Qver-voltage to tran_si stor
Sir-C 1992 | Replay/Stow Control Unit Overstress of Opto-isolators
Sir-C 1993 RF Electronics Over current through relay contacts
2.2 Methods

1ilectronic PSA uses electrical circuit analysis to verify that the circuits components comply with
the derating requirements of Mil-Std-975, Appendix A, under all expected operating conditions,
including short term transients associated with on/off switching, mode changes, etc. In most
cases, the PSA (and the circuit Worst Case Analysis) require a supporting piece part thermal
analysis. To simplify the analysis and provide a conservative design, the PSA is done using worse
case assumptions. These assumptions include: 1) initial component variations, 2) environmental
extremes plus margins, especially ambient temperatures, the thermal rise to the component and
component interns] thermal rise, 3) input variations plus margins, including voltages, current.s,
frequency, and duty cycle, and 4) outputs, including variations in load impedance. Guidelines for
performing I’SA are documented in JPL DD-5703. It should be noted that PSA does not address
protecting circuit components from the transient effects of Electrostatic Discharge (ESI).

3.0 Tradeoffs

Since most stress related early failures are not detectable in the normal ground testing program, the
PSA tradeoff evaluation considers the cost of performing the analysis versus a reduction in
expected cost (in a probabilistic sense) of a premature failure during the mission by avoiding
overstressed circuit component parts.  Specifically, the actual cost of providing the PSA is
compared to the change in expected cost of an premature inflight failure. The latter is based on the
change in the probability of premature inflight failure, the fraction of the mission lost and the
monetary value of the lost spacecraft science. Another issue to consider when offsetting the cost of
the PSA is the avoided cost of redesign that might be required if overstressed circuit components
arc discovered late in the development cycle.

3.1 Effectiveness Versus Failure M odes

PSA is very effective in avoiding over-stress in electronic circuit components and the associated
premature failures during the mission. In fact, the PSA is virtually the only gate that validates the
designer’s nominal circuit design complies with the derating requirement during adverse
conditions. Stated another way, there arc no other activities, including tests which validate that
circuit components meet their derating requirements. Consequently there 1s no way of verifying
that the circuits components will survive for the duration of the mission. Accelerated testing at
elevated temperatures could be used to identify the “weak link” in the circuit components, but this
approach does not directly reveal information about the other circuit components, so it has not been
used extensively.

3.2 Sensitivities

The sensitivity of premature mission failures to “doing/not doing” PSA is potentially significant,
unless the original circuit design includes the validation that circuit components meet their derating
requircments under equivalent PSA conditions. “1’here is a monetary cost associated with
expanding the basic circuit analysis to include the derating validation, but that cost should be less
than a separate PSA performed by a different analyst, ~'able 11 identifies PSA parameters and their
influence on failure modes detection and the cost of performing PSA.
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‘ablell. Control Parameter Sensitivity and Cost Sensitivity

Control Parameters

()

ffectiveness (1) VS
ailure Modes
generic, specific) for
cfaull paramelters

Parametric Sensitivity (dF/dP)

+ more effective
O neutral
- less effective

“ost Function (p)

Circuit Complexity yver Stressed Components| CC | QF | FA | DT ML | DC Yircuit Complexity (CC)
(€c) —
Qual Temp (QT) -Flectromigration + ] 0 | + | 4 Jual Temp (QT)
Flight Allow Temp -Interface Diffusion + |+ )+ | + ]+ dight Allow Temp (FA)
(FA) — .
Decha-T [S. Plate-Parl] -Dopant Migration o + + 1% + + delta-T [S.Plate-Parl] (DT)
oT) _
Mission Life (ML) -Over temp of + ]+ |+]+|0]O dission Life (MI,)
Components .
Ckt Duty Cycle (DC) -Phase Change + | 4 + 0]0 Zkt Duty Cycle (DC)
RSS vs EVA (A) -Out Gassing + + |+ [+ |=6 _0 8Svs EVA (A)
‘erformance Degradation _ _
-Timing 4 o e
-Output_ Voltage I ) U O P 4
4.0 References
1. JP1. D-5703, “Jet Propulsion Laboratory, Reliability Analyses Handbook”, prepared by

Project Reliability Group, July 1990.




7. Unit L evel Temperature Design Requirement

1.0 Objectives

Design requirements are used to ensure that the hardware is designed, built, and tested to be
compatible with the spacecrafl, as well as with other hardware. Temperature design requirements
are used to ensure that the assembly (unit) will operate as intended over the range of mission
environments seen during its life, including assembly, test, and launch operations.

Design requirements usually include margin beyond the intended use environment. These margins
are used to account for any differences between the ground activities and the mission environment.
They are also intended to provide a buffer for variations in the intended application, inherent
uncertainties in the predicted mission temperatures, and to provide for testability at higher levels of
integration.

The temperature design requirements need to bec compatible with the thermal test requirements,
since the thermal tests are a critical part of the overall reliability demonstration for an assembly
(unit). A typical set of temperature design requirements has the widest temperature ranges at the
assembly (unit) level, with gradually narrowing range for the subsystem, and finally system levels.
This ensures that the assemblies are robust enough for their application, and that their capabilities
are well outside what they will be subjected to on the spacecraft. This not only increases
confidence in the reliability of the assembly (unit), but it also results in available flexibility in
mission operations if the available margin is known.

2.0 Typical Requirements

The typical temperature design requirements consist of the following components: 1 ) operating
temperature range; 2) non-operating temperature range; and sometimes: 3) survival temperature
range; and 4) in-spec operation temperature range.

These parameters address the needs and uniqueness of each assembly (unit) and mission, The
temperature design requirements must be coordinated with the thermal test requirements for the
assembly. The design requirements must, at minimum, encompass the expected test temperatures
(which, in turn, encompass all the temperatures seen throughout the life of an assembly).

Operating Temperature Range

The operating temperature range is the range over which the assembly (unit) must operate and mect
the applicable functional requirements. This range is typically -20 to 75 “C or greater, and
provides compatibility with the thermal test requirements for the assembly (unit), and minimizes
problems when testing at higher levels of assembly.

Non-operating Temperature Range

The non-operating range is often the same as the operating temperature range above. However, it
can be used to define ‘survival extremes (see below). If the operating temperature range
encompasses al operating and non-operating scenarios for the assembly (unit), the non-op range is
not used. 1f the assembl y (unit) is expected to be powered off for some conditions, then a non-
operating range can be defined which is wider than the operating temperature range. The assembly
is designed to turn on safely at the extremes of the non-operating temperature range, and return to
in-spec. functional performance as the temperatures return to the operating range. This allows for
S/C safing modes, loss of attitude control, and other modes in which the assembly (unit) is not
required to operate within specified functional requirements. This requirement is mission specific.
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Survival Temperature Range

A survival temperature range is occasional] y specified. This is usually defined as an extreme
temperature that the assembly (unit) can be exposed to, yet turn on and operate without degradation
after returning to a more benign state. Survival temperature requirements mostly affect the rupture,
or hysteresis failure modes, encompassing mechanic], packaging, and tolerances within an
assembly (unit). Fluid filled devices, or other devices relying on sealing must retain their integrity
in such a condition, Survival temperature requirements arc mission specific.

in-sl]ccification operating Temperature Range

In designing assemblies for space usc, certain technologies exhibit temperature dependence that
make it prohibitive to expect compliance with all functional specifications over a wide temperature
range. Typical of these are RF systems, optics, and some mechanisms. In order to accommodate
this, these types of assemblies are usually devoted specia resources in the system design to
maintain them within a tighter temperature range than other subsystems. Correspondingly, the
temperature design requirements can specify a narrower range in which in-specification operation
isrequired. The performance is allowed to degrade outside this narrower range. This performance
degradation, however, is expected to be predictable and repeatable, returning to a stable, in-spec
functional state as the temperature returns to the specified range. This requirement is usually an
addendum to the operating temperature requirement, and it varies on a case by case basis.
However, typical in-spec temperature ranges have been 5 to 55 °C for some recent projects.

2.1 Rationale

Temperature affects most mechanical and electrical designs duc to material property dependencies
on temperature, temperature induced tolerance changes, and temperature effects on electronic
device parameters. These effects must be accounted for in the design of structures, mechanisms,
ant] circuitsin order for the design to function as intended when exposed to the various temperature
regimes seen throughout the life of an assembly (unit).

2.1.1 Relevant Failure Modes
Some temperature induced effects on assemblies arc listed by type:

Structures (both macro and micro):

1. Subject to internal stresses due to temperature and CTE (coefficient of thermal expansion)
mismatches - these can result in either rupture, unwanted deformation, or early fatigue failure,
These stresses can be residual duc to processing history, or can be induced by the operating
environment.

2. Low cycle fatigue can be induced by cyclic temperature variations. Primarily seen in electronic
interconnects such as vias and solder joints.

3. Interfacial stresses can result in cracking and failure of bonded ioints. or in cracking or
delamination of the materials on either side of a bonded joint.

Electronics:

‘. Functional failures can be experienced due to electronic component parameter variations which
arc temperature dependent. Examples arc: transistor gain, diode forward current, CMOS
switching speed (and hence power dissipation) variations, timing margins, and voltage
thresholds, among others.

2. Start-up transient conditions such as excessive inrush current can be caused by temperature
effects on the components.

3. Device failure mechanisms such as electromigration and time dependent dielectric breakdown,
among others are accelerated to varying extents by temperature. For failure mechanisms with
positive activation energies (those just mentioned), extended high temperature operation will




lead to carly device failure. Conversely, for failure mechanisms with negative activation
energics, such as hot carrier injection, cold temperatures will accel erate the failure mechanism,

4, Extreme temperature conditions can also combine with electrical parameters to result in part
overstress.

Mechanisms:

1. Tolerance variations due to CTE effects.

2. Variation in motor torque output and current draw.

3.Flid viscosity and density changes that can lead to leakage, deformation, or undesired
operational characteristics.

Optics

Optical systems are typically sensitive to temperature variations. Performance of reflective optics is
dependent on the distance between and alignment of optically reflective surfaces. Dimensional
changes will affect the focal point of the system. Refractive optics have additional sensitivities due
to the variation of the index of refraction with temperature. Low CTE materias are used to
minimize dimensional changes, and lens and mirror mounts must accommodate dimensional
changes without inducing large stressesin the optical clements. Residual stresses in the materials
due. to machining can aggravate the temperature sensitivity of optical structures. Optical coatings
and filters arc usually sensitive to temperature, indicated be either performance changes, or
accelerated degradation.

Synergism

Since so many electronic and optical parameters arc affected by temperature, derating guidelines
have been developed by the industry to enhance the life and reliability of electronic parts under
various applications. When establishing design temperatures for electronic assemblies, it is
important to work closely with the environmental compatibility, reliability, and parts experts to
establish a coherent policy for the project which performs the tradeoffs necessary to arrive at an
optimal set of design and test requirements. The same. holds true for other types of assemblics.
An apparently more restrictive requirement on onc assembly (unit) may result in a much more
relaxed requirement on a system. The subsystem and system must be considered when deciding
on the assembly (unit) requirements, in order to avoid decisions which will resultin unnecessary
constraints on other assemblies, or higher levels of integration.

2.1.2 Supporting Data

Onec measure of the effectiveness of designs to accommodate the necessary temperature ranges is to
examine the number of design related problems found in the test program.  Although design
problems arc not indicators of the effectiveness of the requirement, they do point to the need for a
designer to be aware of and adequately address the temperature effects on a given assembly (unit).

The P/FR database was searched to find P/FRs generated during thermal tests, and among these, to
isolate design related P/FRs. The projects searched included Galileo, Mars Observer, Topex,
MGS,NSCAT, SeaWinds, Cassini, MISR, and Mars Pathfinder.

The search priorities were: for the environment, temperature; and for the cause, design. Out of
775 total P/FRs for these projects, 130 (1796) of thcm satisfied the search criteria of originating
during various temperature environments, and the cause attributed to design issues. Table 1
below shows the 130 P/FRs broken down by type of design problem.



Table 1 - Distribution of Design Related P/FRsby Cause

Cause of Failure Number of occurrences | Percentage of Total

Dg¢sign (unspecified) 44 34

Functional Application 27 21

Packaging o /Nounnting / 5.s
Praducibilitv 1 24 18 -
Paris/Mateiiins M &atnnlcation | 21 16 |
Tolciance Call-out / 5.5

Total 130 T00 %

It is clear that a design requirement alone does not result in a good design, however, the
requirement creates the awareness that temperature issues need to be accounted for in the design. It
can be seen from the table above, that no one particular design problem dominates the types of
failures observed. It is interesting to note that these design problems range from packaging and
materials issues to specifications issues.

A close scrutiny of the P/FRs found that of the 130 initialy flagged, 36 were not attributable to
tempcrature effects, reducing the total related to design problems found during temperature testing
to 94 out of 775, or 12%. The distribution of failures by design type remains approximately the
same,

3.0 Tradeoffs

The temperature design requirement is necessarily tied to the temperature test requirement. The
design must, a minimum. accommodate the qualification temperatures. Given this, it is more
appropriate to make the tradeoffs on the test requirements. The assembly (unit) temperature test
requirement write-up will address the tradeoffs that can be made in that area.

One trade-off that can be made is in the system design. The project and the system architects
should carefully consider the tradeoffs between system level and assembly (unit) level
requirements. Often the decision is made to restrict the operating temperature range of the
assemblies in order to realize cost savings in procuring the assemblies. In considering such a
decision, the project should be sure that the restricted temperature range would result in real cost
savings at the assembly (unit) level. The project should also evaluate the resulting impact on the
system level design due to increased constraints on the system level thermal control, which can
result in increased mass, heater power requirements, and constrained equipment layout.

3.1 Sensitivities

in establishing temperature design requirements for assemblies, the parameters that can bc varied
arc: temperature, in-spec operating range, and survival (or non-operating range). Table 2, below,
attempts to show the impact of changes in these parameters to: 1) the effectiveness in mitigating
the failure mechanisms discussed above; and 2) the cost of the assembly (unit).
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Table 2 - Control Parameter Sensitivity and Cost Sensitivity.

Control Failure Modes Sensitivity to Cost Sensitivity to Control
Parameters Paramcter Parameter
T n surv
spec -

Temperature Structurallfpackagginge + 4 + || Temperature +0 -1
Levels (T) Level )
in-Spcc Range || Electricall perfarmance + + 0 In-Spec Range +/0
(in spec) /parameter variation M
Survival Range || Optica pearformance + + 0 Survival Range 0
(surv) (@) (3)

Time dgpendent + 0 0

failures (Arrhenius)

Notes: 1) Not a cost driver over typical temperature ranges (-20/+70 “C). RF and optics
assemblies may have cost impact due to strong temperature sensitivity of their”
performance.

2) Survival temperature is not a driver, unless the range is wide enough to cause
permanent change in the optics structure.
3) Not a cost driver unless effect mentioned in (2) is an issue.

Temperature design requirements, while not guarantee.ing a quality design, do define many issues
to be addressed during the design process. Tolerances, material compatibility, electrical parameter
variations, and functional requirements al need to be considered when designing to operate in a
given environment, It is also important to note that the temperature design requirements necd to be
closely tied to the test requirements, as well as the part stress analysis, derating, and worst case
analysis requirements in order to assure consistent application of environmental requirements.




8. Unit I.evel Thermal Test Requirement

1.0 Objectives

The objective of unit Jevel thermal testing is to demonstrate the flight worthiness of the hardware.
This is done by simulating the relevant synergistic environmental and operational conditions
through selection of appropriate combinations of environmental, electrical and mechanical
parameters. To be effective, parameters should bc selected that validate the desire, demonstrate its
robustness, screen for workmanship defects, and demonstrate an acceptable level of reliability.
Thermal tests arc designed to be non-(instructive and arc performed under either vacuum or
atmospheric pressure conditions.

2.0 Typical Requirements

The typical unit level test requirement consists of the following parameters: test pressure, operating
temperature range, non-operating temperature range, dwell times, temperature transition rates,
number of temperature cycles, and functional testing,

These parameters are chosen to best achieve the test objectives for a given unit and mission. The
test parameters are necessarily synergistic with the temperature design parameters for the unit, and
must encompass al the temperature regimes experienced throughout the life of the unit. These
parameters will be discussed in more detail in section 2,1, outlining the effect of these parameters
on the failure mechanisms involved and on the effectiveness of the test.

A typical unit thermal test requirement is:

Hot/Cold Temperature Level (operating): -20/+75 °C

Hot/Cold Duration: 144/48 hrs

Number of Cycles: 1

Pressure: <107 Torr

Rate of Change of Temperature: 30 °C/hr

Functional Testing:  to demonstrate in-spec operation over atcmp range

This example is typical of traditional test requirements for assemblies used in long life planetary
exploration missions. These requircments are tailored as mission requirements and program needs
change.

2.1 Rationale

A well designed and implemented therms] vacuum test can expose most of the relevant failure
modes. Published data shows that thermal vacuum testing is the most effective environmental test
for space hardware. The following is a discussion of the rationale for the significant variables that
affect the effectiveness of a thermal vacuum test.

Functional Testing: Functional tests are necessary to verify the performance of the hardware
during environmental testing. Electrical stresses are combined with environmental stresses to
effectivcly appl y screening stresses to the hardware under test. Because of the s ynergism bet ween
the clectrical and thermally induced stresses, the effectiveness of an environmental test can be
significantly influenced by the selection and performance of various functional tests during the
environmental test. Functional tests should be designed to alow verification of unit level
functional requirements, including in-specification operation of all modes over the full operational
temperature range, stability, calibration, and demonstration of cold- and hot-start capability. In
many cases, out of specification operation at or near the extremes of the temperature range is
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acceptable as long as the performance comes back in specification within the required range, and
no permanent degradation occurs.

Test Pressure: The pressure during test results in both thermal effects as well as purely pressure
dependent phenomena.  The effects associated purely with pressure include corona and
multipacting. These are most often associated with RF or high voltage circuits and devices,
Introduction of a gas to the test environment (even fractions of an atmosphere) introduces
additional heat transfer via convection, which alters the temperature distribution within the unit.
Therefore, the vacuum (< 10-S Torr) environment is most representative of flight for unit thermal
tests. However, testing in a dry 1 atmosphere environment is acceptable if it has been shown that
the hardware is not subject to corona and multipacting, and the internal temperature levels have
been calculated and can be achieved by adjusting the test temperatures.

Temperature Level: For most failure mechanisms associated with space flight electro-
mechanical hardware, the hot temperature level is one of the key parameters impacting the
effectiveness of the thermal test. In general, the higher the levelthe more perceptive the test
(Reference 3).  Cold exposures arc effective in precipitating many latent failure modes, and
complement high temperature exposures. These levels have typically been the greater of -20/+75
°C, or 25 °C beyond the worst case predictions, These levels assure robust screening of the
hardware, in addition to providing adequate margins to account for environmental and modeling
uncertainties.

Duration: The reliability of an electronic unit in flight is directly related to the number of
operating hours experienced prior to flight. Additionally, since increased temperature accelerates
many failure mechanisms, the time spent opcrating at elevated test temperatures is equivalent to a
greater time spent operating at lower temperatures. The test dwell time can be traded off for
increased operat ing t imc in other environments. However, since realistic acceleration factors must
be used, this tradeoff should only be done after consulting with the project reliability engineer.
Non-operating dwell times arc not necessary unless the hardware is subjected to a hysteresis-type
of mechanism.

Rate of Change in temperature (dT1/dt): At high rates of change in temperature, large
stresses can build up across material interfaces due to differential thermal expansion which can be
significant enough to cause a failure of the material. Inhere is concern that a excessive rate of
change in temperature could cause possible failures' which would not have occurred in flight. The
current approach is to specify a rate of temper-at ure change which ist icd to the maximum rate
expected in flight, The rationale for this is that any savings associated with a higher rate would be
insignificant ant] this would subject the hardware to levels that could be in excess of any previous
qualification rates. The allowed rate of change in temperature is dependent on the design and
previous qualification of the hardware. Typical electronic packaging designs used for space
appl i cat ions should be capable of supporting rates in the range of 10°C/minute.

Temperature Stabilization: Thermal stabilization is important when the hardware under test
has an extremely long thermal time constant (time to reach thermal equilibrium), uses localized
internal temperat ure control, or where hysteresis phenomenon isinvolved.

Number of Thermal Cycles: Performing a single thermal cycle is effective for precipitating a
broad spectrum of latent defects. These range from workmanship defects (poor interconnect
integrity, missing parts, wrong part value, etc.) to electrical, optical and mechanical design defects.
Performing multiple thermal cyclesis effective in testing for hysteresis effects and life testing (such
as qualifying the capabilities of a technology). Since. life testing is not intended to be part of atest
on flight hardware, the number of cycles should be the minimum number necessary to verify
stability and/or repeatability in performance.

41




Heat Sinking Method: Heat sinking the unit under test in the same manner as in flight aides in
the detection of any deficiencies in the thermal coupling of the unit to the next level of integration.

2.1.1 Failure Mechanisms & Tradeoffs

For the purpose of this discussion, al failure mechanisms are grouped into one of three general
classifications. They are: 1) chemical/diffusion mechanisms (Arrhenius reaction rates); 2)
hysteresis; and 3) stress rupture. A high-level summary of each of these classifications is
presented below. Each discussion is followed by a list of the test parameters that influence that
failure mode.

Chemical/Diffusion Reactions

The fabrication of electronic parts, circuit boards and circuit-board assemblies involves complex
chemical reactions. Failures as a result of residual reactants, incomplete reactions or
diffusion/migration processes would be classified as being Arrhenius in nature. This failure mode
is most often associated with electronic parts (Reference 1). Moreover, Reference 1 also indicates
that this mechanism can be the leading source of failures for a significant number of other hardware
elements,

Relevant test parameters (listed in estimated order of overall significance) arc:
Electrical loads, ot Levels (including pressure level effects), Hot Dwell Time, Cold .evels, Cold
Dwell Time, Ramp Rate.

Hysteresis

The forms of hysteresis most often of concern in electro-mechanical hardware used in space flight
arc: fatigue (both high and low cycle) and parametric drift. L.ow cycle fatigue and parametric drift
arc afunction of dwell time and number of cycles.

High Cycle Fatigue: high cycle fatigue failures arc best exposed by vibration testing and therefore
not discussed herein.

Low Cycle Fatigue: The life-limiting failure mechanism of typical packaging designs is low cycle
fatigue of elcctro/structural interconnects, This damage mechanism largely results from a global
mismatch of the CTE between: (1) part body and “the board it is mounted on, (2) the board and the
board housing. Local CTE mismatches (between solder material and metal pad on the board) also
contribute to the problem. Similar problems occur in materials with the same CTE's but where
large thermal gradients exist within the solder joint/lead system.

The material properties which govern the life of solder interconnects are very non-linear (Reference
3). As a result, cyclic exposures which involve higher peak thermal exposures are significantly
more effective than cyclic exposures of the same total depth but which involve a lower hot peak
temperature. Moreover, below O°C, eutectic tin/lead solder becomes significantly stronger, and
thereby, most likely changes the failure mode for the interconnect from a low cycle fatigue failure
of the solder material to a brittle failure of either the solder material or the part package.

Paramctric Drift: Another form of hysteresis is parametric drift. It can be due to Arrhenius type
reactions or residual stress effects. Thermal cycling generally ren~oves/stabilizes these stresses.

Relevant thermal test parameters (listed in estimated order of overall significance) are:
Hot level, total depth of thermal cycle, cold level, hot dwell time, electrical loads, ramp rate,
Pressure level.
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Stress Rupture .

Stress rupture failure can be introduced via mechanical loading or thermal displacement as a result
of a CTE mismatch or large thermal gradients, Excursions away from the zero stress and/or
residual stress state (associated with the formation/fabrication processes) create stresses in the
hardware. Most stress ruptures are suspected to occur as a result of manufacturing flaws or ncw
designs. This is atypical weak link failure mode for bondlines and composites.

Relevant thermal test parameters (listed in estimated order of overall significance) arc:
Hot & Cold Levels, Electrical loads, Pressure level, Ramp Rate.

2.1.2 Supporting Data

Studies of test results indicate that the thermal vacuum test is the most flight-like environment
achicvable prior to launch, and it is the most effective environmental test for revealing inherent
failure modes (Reference 4).

The following data is based on studies of the JPL. Problem/Failure Report (P/YR) database, and
summarize test experience on major JPL flight projects.

General Effectiveness of Thermal-Vacuum Test: Analysis of the data shows that approximately
25% to 30% of the problems found during testing of flight assemblies on the. Voyager and Galileo
programs would not have been dctectcd except by environmental testing. Additional studies were
conducted to compare the relative effectiveness of the two major environments, vibration tests and
thermal tests. These studies found that thermal testing detects from 1.3 to 3 times as many
problems as dynamics testing, Sec Reference 6 (10-0003) for further details,

Effectiveness of Functional Tests: Two spacecraft (Galileo and TOPEX/POSEIDON) and two
instruments (the Wide Field & Planetary Camera I (WF/PCIl) and the NASA Scatterometer
(NSCAT)) were studied by performing a trend analysis of the problcm/failures detected during
system level thermal/vacoum testing to provide some insight on the role and effectiveness of
functional testing. Table 1 summarizes the findings of this study. Of 20 PFs relevant to the study,
40% (8) should have been detected during lower level testing. Conversely, 35% (7) involved
“interface issues’ which could only be resolved by higher level testing. The remaining 25% (5)
were detected during lower level testing but were not effectively, resolved to prevent future
occurrence. Scc Reference 7 (TO-0027) for further’ details.

____ Table 1. Summary of Functional Test Effectiveness observations

CLASSIFICATION OF PE DETECTION | SPACIICRAIT | INSTRUMENTS |, TOTAL

Undetectable At Lower integration Level 7 0 7

f’olcmially Ineffective Problem Resolution 3 2 5

Potentially Ineffective Functional Testing 4 4 8

At Unit Level

) TOTALS 14 6 20
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Liffectiveness of Vacuum: The use of vacuum conditions during thermal testing of hardware can
significantly increase the effectiveness of the thermal test as a screen for detecting hardware
defects. References 2 and 4 report that thermal/vacuum testing is more effective for revealing
defects than thermal/atmospheric testing.

Reference 8 documents a survey made of the P/FRs written during unit level and system level
thiermal/vacuum (T/V) tests for the Voyager and Gali leo Projects (pre-1986) to determine the
necessity of a vacuum environment along with elevated temperature for uncovering P/Fs. Tables 2
and 3 summarize the unit and system level findings of this study, respectively. Note that on both
programs and both levels of testing, vacuum effects played a maor role in detecting the
problem/failure.

Table 2. Unit-level TV Test

DEPENDENCY VOYAGER GALILEO
NUMBER PERCENT “[ NUMBER PERCENT
ﬁm]:‘)craturc Only J 19.6 7 19.4 ‘
Temperature & Vacuum 10 21.7 17 47,2 “
“Pure” Vacuum 21 457 8 2 2 .2
Indeterminate 4 8.7 8.3
Other (functional only, €ic.) 2 43 I 2.8
TOTALS 46 100 36 1 0 0
‘I"able 3. System-Level TV Test
DEPENDENCY VOYAG!i-? GALILEO
NUMBER, PERCENT | NUMBER  PERCENT
i 1
Temperat ure onl y | 0 0 4 10,5
Temperature & Vacuum x 6 13 5 12.8
“Pure” Vacuum | 29 | 63 14 35.9
Indeterminate 4.3 2 5.1
Other (functional only, etc.) ' 19.6 14 35.9
TOTALS — 46 100 39 100

Hot Level and Dwell Period: Exposure to high temperature testing has been found to be effective
in revealing design and workmanship_ defects. Precipitation of latent defects associated with all
three types of failure mechanisms discussed in section 2.1.1 is accelerated by exposures to hot
levels (Reference 3). Although time itself is not an acceleration mechanism, it increases the
probability y of detecting a latent defect during the test. ‘1'able 4 summarizes several examples of PFs
that were temperature level and or time dependent. These findings arc from a study performed to




invest i Late and document specific examples of PEs which were dependent on high temperature
exposures and/or time at high temperature. (See Reference 9 for further details.)

Table 4 - Causes and Mechanisms of Thermal Vacuum Hot Test Failures for

Galileo
PER : | Failure Description | Failure Mechanism Failure Physics Time | Tcmp
(hr) | (“0)
4399¢| T/V test data output | Threc pinswerenot | I lot temperature caused If 10 55
became intermittent, | soldered to circuit expansion leading to the
traces. discovery of un-soldered
pins.
424851 Memory errors ~ | Breskdown in gate | Most probably aiSD 83 75
found while oxide of one of the | latent defect.
debugging (ref PFR | memory transistors.
42492).
42497 | Excess current ~— | Breakdown in gate | Most probably a ESD 186 74
detectedin memory | oxide of one of the | latent defect.
array(ref PFR memory transistors.
42492),
4249 | control failure found | Breakdown in gate | Mostprobably abESD 143 75

in trouble shooting oxide of one of the | latent defect.
(ref PFR 42493). memorv transistors.
42495 | Missing interrupt ~— | Breakdowningate | Most probably a ESD 145 75
and no response to oxide of onc of the | latent defect.
iso-valve (rcf PFR memory transistors.

42492).
13283 Memory array ~ | Short between 10V | Failure to correct for 155 75
supply voltage out & Gnd layer at the laminate shrinkage when
of spec. positive terminal. termina holes were drilled
causing breakdown of
epoxy insulating materia
under voltage and
thermally induced
mechanical stress.
13588 | Memory array read Short between 10 V | Same as 43283 above. 32 75
zero after PWR & Gnd layer at the
rcappl y. positive terminal.
54458 | Memory address ~ | Solder bridge found | Expansion of board and/or | 102 29
failures on the was causing conformal coat dueto CTE
AACS. contention. effects, shifted entrapped

solder particle such that the
short occurred,

Cold Level and Dwell Period: A study of PFR data indicates cold exposure is effective in
uncovering design and workmanship PFs in piece parts, electronic circuits and mechanisms,

Table 5 indicates several very significant part problems which were first detected at the unit level.
The cold piece part problems documented were arguably the most significant problem to occur on
the Galilco Project. Sce Reference 10 for further details,
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Table S - Causes and Mechanisms of Thermal Vacuum Cold Test Failures for

C lileo
“PHI Failure | Failure Modg Failure Physics Role of Low Temp. Role Of TestTim [ Time [Te
# | Description (hrs) | (%
400! [ LGA-2 Actuator ran | | Viscosity of grease Increased viscosity of None 62.4 | -6
actuator ranftio slow. inversely grease to point v.here
to slow proportional to actuator was to slow
—_— temperature
424¢ | ACE Gate oxide | Heot Electrons Current stress is inversel | “Failure rate is tim 7 -1
MEM/DMA] Breakdown | ( Note activation proportional to al cold temperatu
Memory energy for this temperature. As the dependent.
failure phenomenon is current stress increases Therefore, cold
negative. ) the rate of gate oxide dwell appropriate
breakdown increases. for screening
these failure
— modes.
1249 | star scannc | Gate oxide | Hot ElEcCtrons Current stress is inversel' | TFailure rate is tim 58 | 20
MEM/DMA(| Breakdown ( Note activation rroportional to at cold temperatut
had address energy for this empcerature, As the dependent.
failures phenomenon is turrent stress increases therefore, cold
negative. ) he rate of gate oxide dwell appropriate
rcakdown increases. for screening
these failure
— modes,
259¢ | Qamgcscannedailurefof Unknown, but suspec | Jnknown, but suspect None suspected. 1.5 | 2%
dutput wend| siipre! lead thermally induced hermal strain associated
ount error. strain. vith cold level
4191 | NIMS OAOALVILVDT VDT circuit VDT circuit sensitivity [ Not known, but 26.5 | To:
ipectral sensitivityy sensitivity is a i proportional to 1ssumed to be
ncasuremey below function of its natura, mperature. tone time
shifit Specificatiior. | frequency which in fependent
urn is a function of
— emperature
}565 [unshade | Excessive [ [ubrication scrubbed lone associated with the [ Jone 17 | T11¢
‘over faille] cower preloa | fr during vib test, ilure that occurred,
» deploy | 4+ lubricatior esulting in failure in
fter myce. | failure hermal/vac

|| ring

985 cad IC design tow decoder transisto | Transistor turn-on time is lone. However, 0 20
Disturb flaw & reach lull turn on at horter al cold thereby ‘his pattern
Problem it | “Charge low temperatures and | \llowing charge pumping :nsitivity PF
TCC244's | pumping” high voltages 0 take place. ‘quires a

gnificant

Jmber of pseudo.
indom data
atterns to be triec
order to have a
:asonable
‘obability of
itecting an error.

590 Read Unable to I'he electrical JCCtro-migration is egradation of the itial | 0C
Disturb discharge the |esistance of contact ccelerated by the higher intact via st
Failure in | column line flegraded duc to dtrent stresses associated | ectro-migration
}1S6504 t0“0" ducto electro-migration | ith cold operation AND time sensitive 1d
Device a poor hile the alternative ic leakage current cold

contact current discharge path icreases as conductance
bet ween s inversely icreases with a decrease
metalization  proportional to temperature.
) & Vss tempcrature.
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Effectiveness of Time Rate-Of-Change of Temperature (d1/dt):} Historically, the rate of change
during the thermal/vacuum test has been tied to the maximum rate expected in flight. This
approach was taken because it has been demonstrated that some types of hardware arc sensitive to
high rates of change in temperature. A good example of this type of hardware arc solar panels.
Hardware which is subjected to high rates of change in temperature during flight typically undergo
some form of life/qualification testing to verify their flight worthiness. This type of testing tends to
be costly. The selection of a temperature ramp rate to be used during a thermal test balances the
cost savings (test time) versus the possibility of inducing unwanted failures by using too severe a
ramp rate. The typical thermal test of electronic assemblies involves a single thermal cycle and
therefore any potential cost saving would be insignificant. In light of this the typical rate specified
for testing of bus electronics assemblies has been three times the maximum flight rate. In many
cases this works out to be 30°C/hr.

Relative tiffectiveness Of Thermal Cycles: Thermal cycle data collected for various electronic and
electi o/mechanical components shows a large number of failures on the first thermal cycle relative
to the second and subsequent cycles. This appears to apply universaly to electronic and electro-
mechanical assemblies that arc thermal cycle tested, Furthermore, there is little improvement
beyond the second cycle in the number of failures detected. The best fit curve (of cycles 2 and
beyond) shows that improvement is occurring, but at a slow rate. Upon analysis, the failure
distribution appears to be bi-modal. The failures found after the first cycle appear to belong to a
different group of failures than those seen in the first cycle, Thisis particularly evident when curve
fits arc made on the data. The majority of the temperature-change failures (ones which need
exposure to athermal cycle) are found in the first cycle, leading to the conclusion that subsequent
cycles add littic to further detection of these defects. The failure population for cycles 2 and
beyond seems to be composed primarily of positive activation energy Arrhcnius-Reaction-Rate
type failure mechanisms. The cycling dots not add significantly to the effectiveness of the test for
this type of failure mechanism, (See Reference 11 for more details.)

3.0 Tradeoffs

Tradcoffs can be made with each parameter involved in the thermal test: temperature levels,
duration, test pressure, number of cycles, temperature ramp rates, and electrical testing. As
discussed above, these parameters all impact the effectiveness of the test to varying, degrees. Time
in test can be traded for bench top operation, hot levels can be traded for operating time,
atmospheric pressure can be traded for vacuum, etc. These tradeoffs are best made with a solid
understanding of test effectiveness and how it is impacted by various parameters.

3.1 Sensitivities
In establishing thermal test requirements for assemblies, the parameters that can be varied are:
temperature level, dwell times, pressure, electrical testing, number of cycles, and temperature ramp

rate. Table 6 attempts to show the impact of changes in these parametersto: 1) the effectivenessin
mitigating the failure mechanisms discussed above; and 2) the cost of the unit.
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Table 6 - Control Parameter Sensitivity

Arrhenius Reaction FMs | Hysteresis/ Thermal Stress cost
FMs Sensitivity
Test Parameter Pos Ea (1) Neg Ea (1) | Low cycle Parameter
Fatigue Drift
Temp. Hot ++ + + 0o (5
Level Cold ++ + + 0 (5 :
Dwell Hot + + 5t ++
Time Cold - ++ + ++
Pressure | Vacuum ++ - + + +
Atm. ++ (2) -(2) ? 0
Electrical | Voltage +4+ ++ + (2) + (6)
Test Margin
Freq. Margin ++ ++ + + (O]
Power Cycles ? ? + + (6)
Ramp Rate 0 0 -/? +/? 0
No. Of Cycles 0 0 + (3) +(4) ++ (7)

(Effect of increasing parameter value: + increases effectiveness/cost, - decreases
effectiveness/cost, O no effect)

Notes:

1) Ea: Activation Energy

2) Effect of the addition of a gaseous medium cold biases the temperature of the test article.
Could result in reaching cold levels where specific failure mechanisms change.

3) Also consumes flight life.

4) However, only up to the point where change stops. Also consumes flight life.

5) Temperature level is not a cost drive unless is forces exceptional design considerations.

6) Small increase in cost related to test equipment, generally not great at the unit level.

7) Increases cost by increasing test time,
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9. Electronics Parts Destructive Physical Analysis

10 objectives

The objective of destructive physical analysis (DPA) is to screen out parts with obvious defects and
identify latent defects that could produce part (mission) failure at some later time. Most DPAs are
performed on active devices, including diodes, transistors, micro circuits (integrated circuits), gate
arrays and hybrids. On occasion, for special requirements, passive devices are aso subjected to
DPA.

2.0 Typical Requirements

The database of the Cassini electronic parts ac?uci?ition was used for this stud%/, since_the Parts
Program Requirements Document pp 699.212 called for 100% DPA onall part lots (a tots] of 7S6
other than capacitors and resistors. The faster, belter, cheaper missions such as the Ncw
Millennium require areview of what is an effective screen and what could be eliminated to meet the
New requirements.

2.1 Rationale

A series of procedures to assess the acceptability of electronic parts for space flight use has evolved
over a period of several decades. in the context of the Faster, Better, Cheaper mandate from our
customer (NASA), these procedures arc now being evaluated in terms of their effectiveness in
providing mission threatening defect detection. Each of the procedures itemized in this report
utilizes project time and money. ‘I’his evaluation of their effectiveness is possible due to the
availability of an extensive database on electronic parts acquisition, resident in the Electronic Parts
Engincering Office. The goal is to provide project planners/designers with pragmatic guidelines to
help determine what parts requirements can be modified or eliminated to save time and money and
what risk (if any), is thereby incurred.

2.1.1 Relevant ¥ailure Modes

The major relevant failure modes are listed below:

Visually apparent external non conformance

Radiographic detection of foreign material in the package
Corrosive gasses inside the cavity

Hermetic seal leaks

Scanning electron microscope (SEM) detected fabrication flaws
Wire bond pull force specification failure

Dic Bond shear force specificat ion failure (attachment)

Nk wi=

21,2 Supporting Data
The following is a summary of the detailed datain Table 1 of the Appendix:

1. For the Cassini electronic parts acquisition program 786 DPAs were performed. There were a
tot al of 61 lots that failed one or more of the DPA tests which represents approximately 8%.
2. Of the 61 failed lots, 32 were subjected to further analysis/tests and used as a result of MRB
proval.
3. Five lots exhibited defects which resulted in being returned to the vendor. Ten lots were down
graded to non flight status.
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4, The usc of DPA to determine suitability of a potential part for the Cassini mission resulted in
eliminating five part types early, thereby saving possible redesign time and cost of unusable
inventory.

5. Asaresultof the DPA process for Cassini, approximately 3% of the lots so tested were not
used for flight.

2.2 Methods

The following test methods are documented in the appropriate MIL STDs such as 883D. The
specific set of tests is dictated by the part type and the package type. For example if there is no
cavity, the hcrmeticity test is not used.

1. External Visual Examination (EV)
2. Radiographic Analysis (RE)
3. Residual Gas Analysis (RGA)
4. Hermeticity Testing (HERM)
a) Pine | eak
b) Gross Leak
5. Internal Visual Examination
a) Low Power (LLP1V)
b) High power (HPIV)
6. Scanning Electron Microscope (SEM) Examination
7. Wire Bond Pull Test (WBT)
8. Die Shear (attachment) Test (DST)

3.0 Tradeoffs

For a mission such as Cassini, the full DPA procedure was required. Current costs for a DPA
range from $500 to $800 each. When the spacecraft at risk costs $1.2 billion, the DPA cost is
cheap insurance against electronic part failure. For the faster, better, cheaper missions, there at-c
several ways the time and cost of performing DPAs could be tailored. The trend toward small
assemblies with fewer parts (ICs having increasing circuit function density), the use of commercial
grade parts and emerging technology along with limited project funding will bring pressure to
reduce costs and maximize probability for success. “The database cited here was the result of testing
grade 1 parts which were to meet MIL SPEC Class S or the Source Control Drawing (SCD)
equivalent. Most of the failed DPAs were on lots where the manufacturer was required to test for
the failed parameter. Referring to Table 1 in the Appendix, this study suggests that:

1. Hermeticity testing was ineffective and is a candidate for elimination. The lots that failed this
test were analyzed and used, indicating the specification did not reflect the application.

2. Die attachment yields little value (2 out of 786 lots).

3. Residual Gas Analysis (RGA) failures were uniformly determined to be usable for Cassini.
RGA isagood candidate for elimination from the. DPA procedure.

4. Wire bond testing only found 2 lots that were deemed un flight worthy out of 786 DDPAs.

These four steps, combining time and charges account for over half the cost of atypical DPA. A
new project may examine the results presented here and decide whether or not a shortened
(tailored) DPA is appropriate, thereby reducing time and cost in the electronic parts acquisition
process. Part classes of lesser grade down to commercial (depending on several variables) will
probably produce significantly different statistics than those in this study. Studies on parts of |esser
grade arc in process from several aspects and will result in up dated reports as the data becomes
available. 1t is essential for each new mission/instrum ent to carefully assess the parts requirements,
balancing, schedule, cost and the mission parameters. Early formation of a design team consisting
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of the designer, parts speciaist(s) anti a procurement specialist will maximize electronic parts
acquisition.

The vse of lower grade or commercial off the shelf (COTS) electronic parts intuitively suggests
DPA be required on all lots of active electronic parts, since as this study shows, even lots that have
had full up Slevel screening still fail DPA at a3% rate.

The faster, better, cheaper missions such as the New Millennium, require a review of what is an
effective screen and what could be changed (if anything) to meet the new requirements. Several
traditional steps in the DPA process might be eliminated for COTS. Plastic encapsulated parts will
not usc hermeticity, RGA, bond pull, or die shear testing. The study for this RTOP has shown
that these four test were not very effective, even on parts with packages that have cavities.

3.1Effectiveness Versus Failure Modes

Of all the failures noted, 3% were determined to be unsuitable (high risk) for flight usc. This
means that their use was judged to bc potential cause for mission failure. For a mission of the
Cassini type, the cost of retrofitting could be significant in terms of both time and money. The
DPA expenditure in this case is considered incxpensive insurance. The DPA findings also
identified problems with 32 |ots that were subjected to additional analysis and testing to provide
confidence that they meet the Cassini reliability requirements. The use of DPA early in the
acquisition process resulted in the rejection of five part types that had been considered as
candidates for Cassini. This step saved considerable time and cost by preventing design time as
well as procurement of parts that ultimate] y would not have been acceptable for this mission.

3.2 Sensitivities

Thesensit ivit y of mission failure to each DPA test mode is somewhat complex and dependent on a
number of variables. Each mission duration, operating environment and launch mode will
determine the specific sensitivit iesto fai lure modes detected with 1] 1" As. The standard DPA covers
eight relevant failure modes as shown in paragraph 2.1.1 of this document. Table 11 reflects the
results on the Cassini project lot acceptance for use. It should be revised as PFRs are received and
anal yzed.

Table 11. Control Parameter Sensitivity and Cost Sensitivity

lequ’ Control Parameters FAILURE MODE Sensitivity to Defect Detection Cost
ment: + More Effective
0 Neutral

- Less Effective

DPA P L ST M| M |HRE FL IGLy BW L DDIM] vV IDT) BPIBD] DB
External Vispal Exam (FV) Packagpe (P) Leads (1) Seals (S) + + + + - - . - . . . . . . R . 4+
Markinp (M)
X-Ray Examination (RE) Foreipn Material (FM) 0 + (4 0 + [t} [§] & + + 10 ol o ofjo + +
Residual Gas Analysis (RGA)Y H20 Excessive (HE) + 0 + 1] + + - - ] [il 1) 0ol o of o 0 +
Hermeticity (HERM) Fine Leak (F1) Gross Leak (GL) + 1] 4 ) 0] 0 + “4 0 4] [{] 0 0 [\] (1] [ +
Internal Visual Exam +
Low Power (LPIV) Bond Wire (BW) Dic Defect (DD) 0 + + 4 + 0 ] 0 4 + - - - 0l o ] +
Foreipn Material (FM)
High Power (HPLY) Mcuallization Fluws (MF) Voids (V) 1] + + [ + (1] ) o + + - . - 1] [{] (1] +
Diclectric Thin (DT)
Scanning Electron Microscopef Metalization Flaws (MEF) Voids (V) Die] 0 + + 0 4 0 ¢ 4 + + )+ + ] + + | + + +
M) Delect (DI
Wire Bond Testing (WBT) Bond Pull (BP) Bond Defect (BDy i\ 0 [ H 0 1] 0 0 + [N 3] [t} IX1) + + 0 +
Dic Shear Test (DST) Defective Bond (DB) G [}] [} 1] { 0 i} 1) 0 (1] 0 { (] O ] + +




4.0 Appendix
‘1’able |. Detailed Supporting Data

106 # PART # TRACE# | TEST FAILURE A101)1, MRBD iMPOSITION

5615 2 N2946 Q 20085 WBR1 [WIRE BOND PULL. TEST UAT MARGINAL. BOND PULL FAILURE
sgs6 | xr2207 ul w10 | wer Jwwe BONO 1 an 100 1ong NON FLIGHT ONLY
so84  [ooos ul anos | wel |BoNDWIRES ONDIE NON FLIGHIONLY-DIE SURFACE 1S PASSIVATED

6F92 26032 1] 3E134 SEM  IMETALLIZATION VOIDS UAISPLCIAL LIFE TEST SHOWS 1.OTOK

S601 fRL9I30 gl 4A124 SEM  METALLIZATION UAT MINOR DEFECI

5950 $411C802 u 1 GGR6 SEM  |METALLIZATION BRIDG! UATGATE ARRAY TECH - DE FECT IN UNUSED AREA
6033 IN2YOTA Q 4E035 SEM  IMETAL LINES <3 UAI CURRENT DENSITY CALC. OK FOR RPWS ONLY
5988+ 26C32 u 20225 SEM  |METALLIZATION VOIDS LUAT CURRENT DENSITY CALC. OK FOR APPLICATION
6167 7533 ufl 300 SEM  |METALLIZATION VOIDS UA1 CURRENTDENSITY CALC. OK FOR APPLICATION
4414 IN29O5A Q 1GR64 SEM  |SMALIL METALLIZATION CRACKS UATCURRENT DENSITY CALC. OK

sg73 | >Ns116 ol 2m senm  [mer atuizamon tess 1 1 TAN sos UA! CURRENT DENSITY CALC. OK

5442 IRHF7230 Q 1HO4? SEM  |SMALL METTALLIZATION CRACKS UAI CURRENT DENSITY CALC. OK

5613 ADSKSS u A9 SEM | SURFACE ANOMOLIES UAT ANALYSIS SHOWS LOW RISK

GOKK SPDS82? o IGH0 SEM | DIE; CHIPPED- RANDOM ANOMAILY JUAI 5 MOREDPAs - All. OK

s« Ix 2N2222A Ql 2noss SEM  |METAL THINNING T0 < 50% RT v

5979 SAHICS 160 u 2F044 SEM  |VOIDS IN 1 HE METALLIZATION RTV

59900 IS4HCSKMSR ul 4R SEM  JCONTAMINAT ION RTV

6102 $4}ICSIAKMSR uj SHI43 SEM  |METALLIZATIONDLFECT S RTV

6317 o617 ul 2tme SEM  [METAL THINNING 10 < 50% PENDING $ 1 OR FURTHER ANALYSIS

6210 CWR(9 c 1A105 SEM  IDIELECTRIC VOIDS NON F1. IGHT ONLY

5893 IN4SG9A 0 4c211 SEM  JRADIAL CRACKS IN G1.ASS BobY NON FLIGHT ONLY

6272 IN29YO Q 4K021 SEM  JOIL CONI AMINAT ION NON FLIGHTONLY

6612 SAHCS2KMSR u 4C315 SEM  IMFETALIZATION VOIDS > 50% NON FLIGHTONLY

6177 HS 1840 u 1C114 SEM  |MEI1AL THINNING T0O< 30% NON FLIGHIONLY

A LARS |IN4569A D 4C211 SEM  JCRACKS IN'.EAD SEALS 10R QCITESTING ONLY IN UP-SCREEN

5652 DONGRR 1 kw0 RGA  [WATER CONTENTTOO HIGH UA11.11°1:1 EST PARTS OK

o}
5(161 1517774 D 11089 RGA  |}[20 EXCESSIVE VAl ACCELERATED LIFE TESTOK
5400 DNASUL Q 1GH68 RGA  JH20 EXCESSIVE UAITESTED 4 MORE, ALL OK
5761 2N6137 Q1 20056 RGA 1120 EXCESSIVE JUAI ANALYSIS SHOWS NO RELIABILITY RISK
5928 10525 Ul arus RGA  |120 EXCESSIVE UAT ANALYSIS SHOWS LOW RISK

6138 1852 X 2J018 RCA [JH20EXCESSIVE AND BOND PULL UATANALYSIS SHOWS RGA OK - BOND PULL, OK

5616 IN4Y B 3H03Y RE |X-RAY-FOREIGNMATERIAL(BOND WIRE) JUAIENTIRE 1.01' X-RAYED - PASSED
5472 15261 u 1C032 RF: IX-RAY NON F1.IGHT ON] .Y

5903 1N49 B IHY LPV  JLOOSE WIRE INSIDE UAT 4 MORE PARTS DPPA - ALL OK

6106 IN3375 Qf 3Dpme LPIV  |BOND WIRL ON DIE SURFACE UA1 SCREENING DATA OK - AREA PASSIVATED

6190 MA31750 u 2K070 LPIV  VISUALINTERNAL UAT CURRENT DENSITY CALC. OK FOR APPLICATION
5986 HRI060 u 26032 LPIV  |BOND WIRE SPACING TOO CLOSH UA] | PART REJECTED - REST OF LOT OK

S783 1478 u N1964 HPIV JVISUAL INTERNAL, UP SCREENED AND USED

5790 S4)1CS08 v 3H423 HPIV [MEI1ALLIZAT ION VOIDS UAT REDUCED CURRENT OK IN APPLICATION
5993 IN 647 p| 4BOI6 HPIV  [VISUAL INI ERNAL UATLEAD PULL. TEST ALL OK

6617 54110802 uf 4cs HPIV  [ME1AL THINNING 10 < 80% RTV

6282 M3 HVOIATO2KK 9528 HPIV  [WIRE WOUND TOO TIGH | PENDING

6166 INMICIA2IANG c 9331 Heiy  JCHIP CAP - COVER PLATE THIN NOT USED

6210 5(0S43B224 c 9312 HPIV  CHIP CAP - DIELECIRIC VOIDS NOT USED

—

66 1R 61103 Q 2A(I72 HERM JFINE LLAK 1 LS1, WIRE BONO SUSPECT  JUAIRGA OKFORI1.ARGE CAN - BONDPULL OK
6619 YN2880 Q FHO36 HERM [JFINE L EAK TES1 THREE TIMES UAIPASSED RG A -MRB REVIEW APPROVED USE
5513 SID3303 Q tHO37 HERM [FINE LEAK TEST UATPASSED RGA -MRB REVIEW APPROVED USE
5644¢  PN2219A Q 1GF62 HERM JGROSS LEAK TEST-ONLY LsPA PART JUAT ENTIRE LOT PASSED LEAK TESTS

5567 RMIOIW U 10027 HERM JGROSSLEAK TLS1 UAIENTIRE LOT PASSED LEAK TEST

5568 KH 1 190AH u 1C024 HERM JFINELEAK TEST UATENTIRE LOT PASSED HERMETICITY

5494 ['N-1727 L 9S24 HERM JGROSS LEAK PENDING

5498 i N 172(, 1. 9524 HEKM JGROSSLEAK l‘liNl)lei

5782 7225 u 9325 HERM JGROSS LEAK NOT USED

N
w

l 5573 S4HCSIAKMSR u 4KO50 SEM  [METALLIZATION LSLf EC1S NON FLIGHT ONLY
\



6157 IN45G9A D ARON EVI L F. Al SEALL OOKSDLEL CTIVE UP SCREENED - 100% VISUAL ANI) LEAK TEST
5431 1852 X 21014 EVi | GLASS SEAIS HAD RADIAL CRACKS UAI RADIAL. CRACKS IN LEAD SEALS CHECK OK
5992 122K K 38025 EVi  JLEAD BROKEN UATE XTENSIVE ANALYSIS CONCLUDED LOW RISK
5997 . 24 B cCia2s EVl | PACKAGE DAMAGH NOT USED
6001 "WRIL c 10035 EVl JPACKAGE CRACKS NON FLIGHT ONL%
6139 IN484K D nal EVl JLEAD SEAI. LOOKS DEFECTIVE X PARTS SCRAPPED DUE 70 100% VISUAL.
5879 ING3 13 D acon? DST | POOR DIE BOND NON FLIGHT ONL%
5858 K357 u 9329 pST  IDIE & CHIP CAP Al-l ACHMENTF AILS NoOI” USED
*Additional detail:
6377 ,1)5855 U 3099 DIE SURFACE. WAS IRRE GULAR ON TWO PARL S OUTODF THREL ALSO ON ONEVOIDS
WERE SEEN IN THE INSULATING OXIDE UNDER A BOND PAD REDUCING THE THICKNESS
100.7 MICRONS. THESE PARTs HAD PASSED A 2000 HOUR LIFE TESTAND THEMRE
REVIEW RF_, SULTED IN UAL
S988 LR9130 (_) 4A124 ONE OF TW( PARIS SHOWED DAMAGED METTAL L1ZAT ION OF 1% '() CONI ACTWINDOWS
TWO MORE PARIS FROM THE SAME 1.01 PASSED DPA MRE A(I lON WAS TO UAL
001 2K K IBO2S ONE (K THELEADS WAS MISSING THIS LEAD TO AN EXTENSIVE ANALYSIS SINCE IN
ASSEMBLY Al LORAI TWO OTHIR LEADS FRACTURED, 1 HE CONCLUSION WAS 1 HA'TTHI
FRACTURES WERE CAUSED BY HYDROGEN E MBRITT LEMENT. THE MRE D ECIDED THAT
1 HA7 ALITHE LE ADS 1 HATWOULD FKACT URF HAVE Al READY DONE S() DUETO LEAD
FORMING AND HANDLING NO RETROFIT WAS DONL
5990 533 u 3L030 SEM EXAM FOUND THE METAL Al THI CONI ACTWINDOW WAS REDUCED 1 () 35% 017 HI
ORIGINAL THICKNESS. CURRENTDENSITY CALCULATIONS SHOWED ‘L'l IF, MET Al. WAS
AD EQUATE FOR THE APPLICATION.MRB ACT ION WAS 10 UAT
5644 WH3 5 2A(I72 VHE LE AK Tt STFAILURE wAs ATIRIBUTED TO A SURFACE n ATURF RETE STING SHOWED
NO LLAKS. THE BOND PULIFALL URE WAS Al 145 GRAMS FORCE(gl) ANI) SHOULD BE 200gf.
MRB RI QUIRED THREf MORE PARTS 10 BE SUBJECTED TO BOND PULL TESTS ALL BONDS
PASSED. MRB DISPOSTt JONED LOTUAL
WP15 32946 2 2D08S ONE WIRE BOND QU1 OF NINEFAILED THE PULL TEST. TTMEASURED 1.4af AND SHOULD
IAVL BEENL.Sgl ATA MINIMUM. THI RF. MAINING EIGHTBONDS PULLED Al 46 gf AS A
MINIMUM. MRFF ACTION WAS TO UAL
5568 DI ? 1HOAT | BEFINE LEAK WAS DETERMINED 10 BE CAUSED BY SURF ACt f E Al URES
\cronyms:

log # = JPL.FA Lab tracking number

Part # = JPL. Generic part number

Trace # = JPL Lot tracking number

Test/Process Performed
WRBT = Wire Bond pull Test
SEM = Scanning Electron Microscope Examination
RGA = Residua Gas Analysis of the package cavity
RE = Radiographic Examination (X-Ray)
LPIV =1.ow Power Internal Visual Examination
HPIV = High Power Internal Visual Examination
Herm = Hermeticity Test
IVI = External Visua Inspection
DST = Die Shear Test (attachment)

MRB = Materia Review Board
UAl=Use As s
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1.0 objectives

The objective of a Site Survey is to verify that the manufacturer uscs standard, good
manufacturing, test and handling practices, and is capable of building and delivering the product as

specified. Findings likely to significantly impact reliability, cost, or schedule arc documented and
addressed in the survey.

2.0 Typical Requirement

Although vendor certification is reguired by NASA Handbook 5300.4 (1B) (111500), in general
J}’Lqmvcy findings arc generic industry issues which could drive reliability cost or schedule. A
survey is gencrally required every two years when procuring a spacecraft, subsystem, assembly
(unit) or complex component from a vendor.

A survey consists of one to five persons visiting a plant from onc to five days depending on the
complexity of the manufacturing (component to spacecraft levels). A typical survey team consists
of 2-3 persons including Quality Assurance (QA), and a packaging, fabrication, electronics or
component specialist. A well organized survey team will meet prior to the survey to discuss the
product and identify critical processes which should be scrutinized during the survey.

| ‘ollow up audit(s) may be required to verify that corrective actions have been properly
implemented; the.se audits arc often combined with other business at the vendor.

2.1 Rationale

Vendors who are new to military/space applications engincering may not have the personnel,
systems and/or equipment in place to build reliable flight hardware.

Vendors who have new management, have moved, or have lost key personnel sometimes “lose the
recipe” for building flight hardware. They may have made changes affecting the reliability of flight
hardware manufactured in their plant.

Important areas which are covered, if applicable, during a survey include:

]. Contractor’s Quality System

2. QA involvement in planning and reviews

3. Electro Static Discharge (ESD) controls

4. Alerts

5. Procurement controls

6. Subcontracted manufacturing/testing Operations

7. Approval, surveillance and auditing of subcontractors
8.Flow down of requirements to subcontractors

9. Non-standard parts approval and processing

10. Materials and parts qualification

11. Workmanship standards

12. Processes or tests new to the contractor

13. ~'recess controls including those for unique processes or testing
14. Configuration management

15. Non-Conforming Material ControlsMaterial Review Board
16. Material traceability

17. Receiving inspection
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18. Manufacturing and test documentation
19. Rework/Repair

20. Statistical process control
21.In-process and Final inspections

22. Yind Item Data Package review

23. Packaging/Shipping

24. Document/Software change control
25. Self-audit program

26. Cleanliness/clean room controls/environmental controls
27. Test controls

28. Stamp control

29. Metrology controls

30. Training

Surveys can indicate a contractor’s weakest processes or systems. This helps focus JPL’s efforts
to select the contractor, and plan oversight of the contractor’s activity. For example, if a contractor
had never before performed centrifuge testing, it would be prudent to review their centrifuge
procedure in depth and require their QA to monitor or witness the test.

2.1.1 Avoidable Deficiencies/Failures
Listed arc afew of the avoidable problems which maybe identified during a survey:

1. Inadequate testing, products which do not meet the requirements of the contract, and/or
hardware failures can result when requirements are not adequately flowed down to
subcontractors.  Manufacturers sometimes contract out manufacturing or testing without
sufficiently handing down customer requirements and maintaining controls over their

subcontractors.
2. Hardware failure and/or loss of configuration management can result when engineering

changes arc not communicated to the manufacturing floor due to inadequate document change

control.
3. Poor Electro Static Discharge control procedures can lead to functional or latent failures of

hardware. “At JPL, over a two year reporting period ('91 -'92), approximately 30% of all
electronic part failures that had failure analysis, performed were attributed to ESD” (Ref. 2).

These are only the failures found after assembly.
4. New processes may introduce new failure modes. “I’his will be dealt with during PDR/CDR if
one. is planned. If not, the survey combined with manufacturing process review (see Process

Review Requirement TBD) maybe able to point out potential problems.
5. Vendors may say and believe that their standard processes meet contract requirements while a

closer look may reveal that they do not.
6. Reliability of the hardware can be affected by processes and workmanship which tend to drift
over time without recurrent training.

All of these problems, if experienced, arc likely to impact cost and schedule.

2.1.2 Supporting Data

Table 1 provides a sampling of problems detected during site surveys on JPL programs.
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survey

039

020 °

125

146

282

210

120

206

259
258

105

292

NA

NA

Survey = Quality Assurance Survey number NK= Informal SUI'VEY - not released NA="SUIVeY not avarlable

/
l ‘1'able 1. IJPL Site Surveys - Problems Encountered
SKC Survey |ssues Corrective Action(s) / Outcomes
Topex Contractor subcontracted a major portion of solar array JPL. did source inspection at subcontractor. Seven
Spacecraft and refused to do source inspection. an ays were built before onc pawed shake test. The
Solar Amy subcontractor droppedrhce flight solar array costing 6
mos. delay & tens of thousands of $s.
Pathfinder Approved. Follow up audits to survey revealed that JPL. did source inspection at subcontractor. Unit
' (1986) contractor handed off anexperimentto a subcontractor failed S times in environmental test duc to machined
Spacecraft who handed it off to another subcontractor with none of particles from grinding operation, Several redesigns
the project requirements handed down. occurred due to failures.
NSCAT Loss of key personnel/facilities moved/managenment Disapproved but contractor was single source with
Crystal change. No operator/inspector training. Weak traveler unique capabilities. JPL.became heavily involved -
Oscillator design. No record of burn-in circuit tests prior to testing did some of the soldering. Parts ended up working
flight parts. well,
Cassini Contractor did not undetstand clement evaluation and JPL. became heavily involved in this procurement.
Power Ssys | upscreening requirements, had never qualified a flight Parts arc presently working well.
I Ss1's hybrid | hybridBefére. and had never purchased ASICS for use in
flight hybrids.
Cassini Approved. Post award survey. Previous experience on Survey recommended contractor purchase
Waveguide | NSCAT had revealed: Contractor had neither tools nor appropriate equipment. Contractor purchased
expertise to measure sophist icated waveguide geometry measuring equipment, No significant problems
l and stacked tolerances. Parts shipped to J}'L. did notmeet experienced to date,
drawing dimensions. Delays of several months and
additional JPL trips to bring equipment and instruct
contractor on its usc ensued.
Cassint Disconnect between computer assembly facility and parts | JPL QA resident heavily involved Parts were
Solid State acquisition group. Limited flow down of parts nmarked on wrong side & assembled marked side
Computer rcquircn\cnts/change notices/corrective actions/MRE down duc to disconnect between assembly & parts
decisions. Loss of key person-no dater review of parts. facilities- loss of serial number level traceability.
2SI) controls not uniformly enforced. Limited QA
involvement.
Cassin Conditionally approved. Contractor had moved. Coricctive actions: Vendor to complete
Printed Equipment out of calibration, DESC certification had not recertification. Equip ipment to be calibrated.
Wiring been renewed since move. Procedures to be updated.
Boards
All Projects Noirecommended. Contractor produces mainly Contractor not used for J} ’I. flight procurements.
l fasteners/ commercial grade hardware.
rivets/ drills
All Projects | Conditionally approved. Raw material control 1s not Recommendations: Implement raw material control.
locking implemented. Quality Manual dots not address raw Quality manual should ‘reflect traceability
fasteners material traceability. requirements.
l Cassini Conditionally approved. Problem with traceability of raw | GIDEP Problem Advisory forwarded to contractor.
Engine material to h-eat’ number/manufacturer, Possible GIDEP
Gimbal Problem Advisory re: wrong materials used on bearings.
Actuator
Bearings
l Cassint Conditionally approved. Vendor has only 6 months
electronic experience with class “S” flow & QA does not actively
parts testing | follow that flow for their single class “S” customer
(customer QA monitors flow).
Cassint A-D [ Conditionally approved. Verification of release.d test Frequent JPL. QA and engineering trips at added cost.
Converters/ | software is lax - danger that current version is not in usc. Parts are currently working well.
hybrids Element evaluationand housekeeping issues also cited.
Pathfinder Post-Award Survey. Process controls inadequate. Contract was placed because price was low and
DC-DC Process logs and tablesreferenced in process documents schedule tight. Some parts failed electrically duc to
converter were not found on production floor. No cleanliness workmanship. Destructive Physical Analyses (IDPAs!
hybrids monitoring. Poor production practices, No evidence of failed. Extra JPL trips duc to problems. Parts pawed
calibration of critical equipment. No document change qualification &are working.
control for test procedure. ESI) controls are weak.
Cassini Conditionally approved. Non-responsivencss ro prior JPL | Corsective actions recommended: Respond to CA.
electronic corrective action (CA). Rough handling of parts. operator orientation/QA surveillance of parts during
arts testing. test. Increase staffing to accommodate workload.
E?assml “onditionally approved.” Sulbsequentweakness in Quality | Significant JPL Quality Engineering involvement -
TWTA enginecring involvement, test coverage and end-item limited improvement in supplier QA role.
data submittal.
l Galileo ESD controls/procedure lacking. Contractor insensible to | JPI. negotiated stringent ESD procedure. JPL. QA
AACS =asily damaged (at 30 volts) integrated circuits. resident required to monitor ESD practices. Supplier
improved - few problems on Magellan and Cassini.
Galilco Post-award survey disclosed matenal / configuration / ‘Significant JPL. QA resident role. Delayed
Power Ssys process controls not well planned nor documented. production asmatenial and process problems
I Relays surfaced. Eventually resolved - few problems on
subsequent Cassini procurement.



3.0 Tradeoffs

The survey tradeoff considers the cost of performing the survey and following up on corrective
actions versus a reduction in expected failures, cost and schedule overruns due to poor quality
hardware.

Pre-Award Surveys have the greatest potential for cost and schedule savingsin that JPL has timely
opportunity to negotiate corrections or take an alternate approach to the procurement, Cost savings
can also be expected when a better vendor is selected.

Pre-Award Surveys for fixed price contracts offer opportunities to contain cost within the contract
and identify hidden costs of JPL contract oversight.

4.0 References

1. NHB 5300.4(1 B), “Quality Program Provisions for Aeronautical and Space System
Contractors’, NASA Handbook, April, 19609.

2. Olsen, “Electrostatic Discharge (ESD) Control Program Requirement”, April, 1996.

3. QAP 39.3 Rev.D, “Survey of Quality Assurance Systems and Facilities Flight Systems
Contractors’, JP1. Quality Assurance Procedure, July, 1992. _

4. QAP 41.20, “Survey of Flight Electronic Microcircuit Parts Suppliers’, JP1. Quality Assurance
Procedure.

5. QAP 41.21, “Survey of Flight Electronic Part Screening Contractors’, JPL Quality Assurance
Procedure.

6. QAP 41.22, “Survey of Flight Microelectronic Hybrid Manufacturers’, JPL Quality Assurance
Procedure.

7. QAP 41.23, “Survey of Flight Electromagnetic Suppliers’, JPL Quality Assurance Procedure.

8.QAP 41.24, “Survey of Flight Semiconductor and Discrete 1C Part Suppliers’, JPL Quality
Assurance Procedure,
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J 1. Electrostatic Discharge Control Program Requirement

1.0 Objective

Electrostatic discharge (ESD) control requirements arc used to protect electronic parts and systems
against damage or degradation from ESD during routine handling, fabrication, testing and use.
The objective of an ESD control requirement is to ensure that electronic systems operate as
intended during development, launch and mission operations.

2.0 Typical Requirement

Proactive mcasures exist to protect ESD-sensitive (ESDS) parts and systems against the
devastating effects of ESD. Several military and industry ESD control standards exist. JP1.’s ESD
control program is defined in JPL D-1348, JPL Standard for ESD Control. In summary, this
program contains requirements including:

Personnel ESD awareness and control training
Personnel grounding techniques

[iSD-safe workstations and |aboratories
IS1l-safe packaging

ESD control facility audits

ESD-safe handling procedures
ESI1-protective clothing

Control of relative humidity levels

OND NS W =

2.1 Rationale

The rationale for an ESD control program is based on the fact that ESD can severely damage or
degrade electronic parts and systems. industry estimates are that ESI> accounts for losses over $1
billion in the US each year. At JPL, over atwo year reporting period (‘91 -'92), approximate] y
30% of all electronic part failures that had failure analysis perforimed were attributed to ESD.

ESI>-sensitive electronic parts include discrete devices such as diodes, transistors, thin film
resistors, charge coupled devices, surface acoustic wave devices, optoelectronic devices, hybrid
integrated circuits, silicon controlled rectifiers, oscillators, microwave solid state devices, and
integrated circuits, Integrated circuits are particularly vulnerable to ESD because of the small size of
the constituent elements and their low thermal mass and low breakdown voltage. ESD will
continue to be a problem affecting electronic parts. Semiconductor technological advancements are
making parts smaller, faster, more complex, and requiring less power. As a result, electronic parts
arc becoming more susceptible to ESD.

By definition, ESD isthe sudden transfer of electrical charge between two objects at different
electrical charge potentials.  Electrical charge, sometimes called static electricity, is a natural
phenomena that occurs from routine handling, fabrication, testing and use of electronic systems.
One technique to generate static charge, the triboclectric method, occurs when two dissimilar
materials contact and separate. The contact-separation process creates either an excess or
deficiency of electrons on both objects. Since electrons exhibit a negative electrical charge, an
object with an excess of electrons is said to be negative] y charged. l.ikewise, an object with a
deficiency of electronsis said to be positively charged.

One example of the contact-separation charging phenomena occurs when a person wearing shoes

walks across carpet. The contact and separation between the carpet and the shoe sole causes
charge separation within both surfaces. Opposite free. charges within the persons’ skin layer are
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attracted to the charges at the sole-skin interface. The result is a charge imbalance on the surface of
their body. If the person contacted a conductive object such as a doorknob, free charges within the
doorknob and the person would suddenly move. This sudden movement of charges is an ESD
event .

Studies have shown that tribocharging of the human bod%/ in the manner described above can
generate voltages in the 20,000V range. This voltage,, if allowed to contact an ESD-sensitive
electronic part or system could cause devastating internal damage. One method that is commonly
used to reduce human body charges to safe levels is to electrical y ground the person. Personnel
grounding is routinely accomplished using a wrist strap, which allows neutralization of the body
surface charges.

Charge can aso be generated inductively. Inductive charging differs from trioboelectric charging
since charge transfer occurs without physical contact. Inductive charging results when one object
is placed within the invisible electric field of an electrically charged object. The charged object
exerts a force on the object placed within its field, creating charge separation within the object. 1 f
the object were conductive and grounded while within the field, a net charge of opposite polarity
would be transferred. An example of inductive charging occurs when an electronic part is placed
near an electrically charged object such as an insulator that has been tribocharged. Internal part
damage may be induced depending upon the strength of the electric field. Techniques have been
developed to protect ESD-sensitive (ESDS) items from electric fields. One example is the use of
enclosing ESDS parts within metallized barrier bags which blocks the force and charging effect of
the electric ficld.

If not controlled, ESD will induce damage within ESDS parts and systems. This damage may lead
to either catastrophic failures (the part doesn’t work) , parametric failures (the part works, but not
correctly), or it may remain latent (hidden) only to fail at some time in the future.

isolation and replacement of catastrophic and parametric failures is usually possible, since they are
often revealed during product development stages. Replacement of latent failed parts may be
possible depending upon the type of product, However, replacement of a latent failed part on the
majority of JPL products is currently impossible, since these products are spacecraft. A latent part
failure on a launched spacecraft could lead to reduction of mission objectives or possible loss of
mission. Thus, the prime rationale for an ESD control program requirement is to safely protect
ESD-sensitive parts and equipment against catastrophic, parametric and most importantly, latent
part failures.

2.1.1 Failure Modes

Common ESD-induced failure modes are listed below. These modes are indicative of interna
damage sufficient to cause either catastrophic or parametric failures. Latent damage is difficult, if
not impossible to detect,

Open circuits.

Hard short circuits.
Resistive short circuits.
Leaky input/output current.
intermittent operation.
Unstable operation.
Functional failure.

Out of spec failure.

NN WVN

Figures 1 and 2 show examples of ESD-induced damage within an integrated circuit.
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Figure 1, Scanning electron micrograph (x300) showing internal circuitry within an integrated
circuit, Arrow denotes EESD-damaged location.

Figure 2. Scanning electron micrograph (x6000) showing close-up of ESD damage denoted by
arrow in Figure 1.
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2.1.2 Supporting Data

The JPL PFR database was searched for failures attributed to ESDD.

failluresare shown in ‘I’able 1.

A partia list of E;SD-induced

Table 1. Partial list of Problem/Failure History of ESD-related events 1
__s/c PFR # Environment Description Failure Mode
Voyager | 39620 | Ambient control logic #203 current high, bad | ESD damaged C M O S 1C -~
o 1IC U54
Gdlileo 44101 | Ambient CCD image sensor gl00no | ESD short caused by ESD.-
o response to light
Mars DO850 | Ambient When turning system on, the CCD | ESD damaged CCD
Pathfinder did not deliver an image.
Ulysses | 3648 Ambient Phase multiplexer switch module | CMOS switch shorted due to ESD.
. inoperative _
wrpC 11 | 53937 | Ambient CCD failed to image properly. ESD damage causing short in
. output gate region _
Cassini | D0436 | Ambient Gates of GaAsFETs wereshorted | ESD damage B

3.0 Tradeoffs

The ESD control program tradeoff considers the cost of implementing the program versus the cost
of incurring ground based (catastrophic and parametric) and flight (latent) failures. Ground based
failures result in increased costs for troubleshooting, part isolation, part removal, and schedule
dlips. Relating a cost to latent failures is dependent upon the amount of mission objective lost and
the monetary value of lost spacecraft science data.
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