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Chapter 1

Introduction

Recently, NASA has adopted a mission to develop "smaller, faster, cheaper, and better" spacecraft. The idea is to launch several low cost missions in the place of one massive space probe. One of the pivotal challenges to this new philosophy is to develop "lighter" scientific payloads, or smaller, low mass, low power, and low cost instrumentation. The science of microelectromechanical systems (MEMS), which uses micromachining technology developed by the semiconductor industry to build micromechanical structures, is perfectly positioned to meet these goals.

Among the instruments MEMS researchers are striving to perfect, the gyroscope is receiving considerable attention. Most of the work being done is in the area of vibratory gyroscopes, which have no moving parts and require less power than traditional rotational schemes. The idea is that if a mass is moving along a straight line trajectory and an angular rate is applied perpendicular to this linear motion, the Coriolis force will push the mass in the third perpendicular axis, as shown in figure 1-1a. Therefore, if a mass is made to vibrate along the instrument x axis, an applied angular rate in the z direction will cause a vibration along the y axis that is a suppressed carrier frequency representation of the angular rate, as shown in figure 1-1b. This effect allows perfect decoupling of drive and sense, and is theoretically an excellent method of gyroscopic detection.

In the past, vibratory gyroscopes have been largely impractical. The man hours required to machine a mass which would travel the drive trajectory perfectly were
Figure 1-1: Coriolis Forces Acting on Moving Masses
too expensive to compete with rotational gyroscopes. However, perfect machining is a far more attainable goal in MEMS. Unfortunately, in general MEMS gyroscopes developed to date are so low mass that they do not have the resolution to compete with entrenched larger gyros, even for space applications. The JPL/UCLA gyro is heavier than most. Unfortunately, it suffers from many of the machining problems of its ancestors, since currently the vibrating mass is not micromachined. These random, time varying problems need to be incorporated into a simple model which can then be used to simulate actual gyro response as well as to develop robust driving and sensing schemes and optimize performance.

Chapter 2 describes the JPL/UCLA microgyroscope, and the current physical model. Chapter 3 outlines the testing process for prototype gyros, examines the results, and lists deficiencies in the theotetical model. These are then corrected in chapter 4 by examining small perturbations and stochastic effects. In chapter 5, the test data is used to put magnitudes on the new model, and the computer program used to simulate the gyroscope is presented. Chapter 6 suggests improvements to eliminate some drift error. Conclusions are summarized in chapter 7.
Chapter 2

JPL/UCLA Micromachined Vibratory Gyroscope

2.1 Operation

The JPL/UCLA gyroscope is depicted in figure 2-1. It is also known as the "cloverleaf" gyroscope. The outer frame, support cantilevers, and paddles are etched as one piece from a single crystal silicon (SCS) wafer. The post, on the other hand, is micromachined separately from brass, manually inserted into a hole at the center of the paddles and glued in place. This assembly is then mounted onto a quartz baseplate, which has four metal electrodes that line up under the four paddles.

Mechanically, the post and cloverleaf structure form a second order system where the post is the mass and the cantilevers are the springs. From the support geometry, it is assumed that the mass undergoes negligible translational displacements in the instrument frame, and therefore only rotational displacements need to be discussed. Figure 2-1 shows the three possible rotational displacements, and the three corresponding fundamental vibrational node lines. In open air, the system is extremely overdamped. Under vacuum, all these modes become resonant.

The entire cloverleaf assembly is electrically grounded. However, the metal electrodes on the baseplate are not. Therefore, when voltages are applied to the baseplate, an electrostatic force is created which can move both the cloverleaf and the post.
particular, applying a voltage under M1 and M2 causes movement around the $\theta$ or drive axis. The gyroscope is driven by applying a strictly positive periodic waveform to these paddles at the resonant frequency of the $\theta$ mode.

The application of a coriolis force to the instrument $z$ axis will cause the post to precess. This motion can be detected and measured by monitoring the difference in the displacements of paddles M3 and M4. For small movements, the current caused by a change in capacitance between the paddle and the baseplate is almost linearly proportional to the time rate of change of the displacement. Therefore, a circuit capable of sensing the current generated by each of the two paddle-electrode pairs and then subtracting them will actually be producing a voltage representation of the velocity of vibration along the $\psi$ or sense axis. The amplitude of this waveform is proportional to the angular rate. Note also that by adding the two signals, one can also produce a representation of the velocity of the vibrations along the drive axis.

## 2.2 Theoretical Model

### 2.2.1 System

As stated above, the structure acts like a second order mass-spring-damper system. Therefore, for the three degrees of rotational freedom, one may begin with the following general equations:

$$I_\theta \ddot{\theta} + \alpha_\theta \dot{\theta} + \kappa_\theta \theta = \text{Torque}_\theta(V_{in}, \Omega_x, \Omega_y, \Omega_z, \theta, \psi, \phi)$$

(2.1)
Figure 2-1: JPL/UCLA Micromachined Vibratory Gyroscope
\[ I_{\psi} \ddot{\psi} + \alpha_{\psi} \dot{\psi} + \kappa_{\psi} \psi = \text{Torque}_{\psi}(\Omega_x, \Omega_y, \Omega_z, \theta, \psi, \phi) \] 
\[ I_{\phi} \ddot{\phi} + \alpha_{\phi} \dot{\phi} + \kappa_{\phi} \phi = \text{Torque}_{\phi}(\Omega_x, \Omega_y, \Omega_z, \theta, \psi, \phi) \]

Where \( I \) is the rotational inertia, \( \alpha \) is the linear viscous loss coefficient, and \( \kappa \) is the sum of the displacement and torsional spring constants of the cantilevers in the given direction. Orders of magnitude for \( I \) and \( \kappa \) were found analytically based on the geometry of the structure and their values are given in Table 2.1. These numbers were also validated by a finite element analysis model. Estimates have also been made for the neighborhood of \( \alpha \) based on some simple fluid dynamics. These appear in the table as well. [5]

In general, simulations of the entire system have found that displacements around the \( \phi \) axis are much smaller than either \( \theta \) or \( \psi \). Also, the Coriolis forces which may result from vibrations of this mode and applied angular rates \( \Omega_x \) and \( \Omega_y \) are scaled by \( I_\phi \), which is an order of magnitude less than \( I_\theta \) or \( I_\psi \). Therefore, since this third degree of freedom is a stable mode that only negligibly affects the dynamics of the rest of the system or its output, it will be dropped from the model, reducing the complexity and order of the model without significant cost.

### 2.2.2 Applied Forces

The torque function on the right hand side of each equation is a combination of the electrostatic driving force and the coriolis terms. The gyroscope is driven to vibrate on the \( \theta \) mode by the application of a voltage on the baseplate. The force and torque created by this voltage is given by

\[ F = \frac{\varepsilon_0 A}{d^2} [V(t)]^2 \]
\[ M = \frac{\varepsilon_0 A}{(d_0 + l_{arm} \theta)^2} [V(t)]^2 \] 
\[ M = F l_{arm} \]

\( l_{arm} \) is the effective torque lever, and can be estimated by the perpendicular distance from the axis node line to the center of the paddle. If \( l_{arm} \theta \) is an order of magnitude less than \( d_0 \), its effect on the force is small, and the denominator can be approximated.
to \( d_0^2 \)

Under the influence of an applied angular rate along the \( z \) axis, a coriolis torque term is created along the \( \psi \) which is the cross product of the angular rate and the driving motion. This is given by

\[
M_\psi = (2I_0 \dot{\theta}) \Omega_z
\]  

(2.6)

This precession vibration will create a feedback coriolis term in the \( \theta \) direction, one again, of

\[
M_\theta = (2I_\psi \dot{\psi}) \Omega_z
\]  

(2.7)

This latter term is generally much smaller than the drive. However, it is the largest stray coriolis torque to appear from the theoretical equations. All others are negligible and are dropped. This means that the effects of \( \Omega_x \) and \( \Omega_y \) no longer figure into the model, making it unsuitable for predicting response due to tumbling conditions.

Note also that the displacements around \( \psi \) change the distance between the baseplate and paddles M1 and M2, used to drive vibrations along the \( \theta \) axis. It is possible to include this mechanism in the electrostatic forcing equation. However, just as changes in \( \theta \) were too small to consider, this effect is also ignored.

Therefore, the final, simplest possible equations for the dynamics of the gyroscope can be given by

\[
I_\theta \ddot{\theta} + \alpha_\theta \dot{\theta} + \kappa_\theta \theta = \frac{f_0 - A_{\text{form}}}{(d_0)^2} [V(t)]^2 + (2I_\psi \dot{\psi}) \Omega_z
\]  

(2.8)

\[
I_\psi \ddot{\psi} + \alpha_\psi \dot{\psi} + \kappa_\psi \psi = (2I_0 \dot{\theta}) \Omega_z
\]  

(2.9)

2.2.3 Electronics

As stated in the Operation section, this gyroscope is both driven and sensed electrostatically. The changes in displacement causes changes in the capacitance between the baseplate and both M3 and M4. Therefore, if a constant bias voltage is applied
to the baseplate electrodes, a current will be generated.

\[
I(t) = \frac{d}{dt}(CV) = V \frac{d}{dt} \left( -\frac{\epsilon_0 A}{d_0 + l_a r m(\theta + \psi)} \right)
\]  

(2.10)

Completing the differentiation yields

\[
I(t) = -V \epsilon_0 A \frac{\dot{\theta} - \dot{\psi}}{(d_0 + l_a r m(\theta + \psi))^2} = -V \epsilon_0 A \frac{\dot{\theta} - \dot{\psi}}{d_0^2} = K'_{out}(\dot{\theta} - \dot{\psi})
\]  

(2.11)

for displacements where \( \theta \) and \( \psi \) are small.

This current runs through a 1 M\( \Omega \) bias resistor, and this voltage is then put through a voltage amplifier with a gain of 1000. Therefore, the preamp circuit has two outputs, on for each electrode.

\[
V_1 = 10^9 K'_{out}(\dot{\theta} + \dot{\psi}) = K_{out}(\dot{\theta} + \dot{\psi})
\]  

(2.12)

\[
V_2 = 10^9 K'_{out}(\dot{\theta} - \dot{\psi}) = K_{out}(\dot{\theta} - \dot{\psi})
\]  

(2.13)

These signals feed both differential and summing amplifier circuits. The differential amplifier subtracts the two, which is really a voltage representation of the velocity of \( \dot{\psi} \). For sinusoidal displacements, this is just the displacement with an amplitude gain proportional to the frequency and a quadrature phase displacement. This is the output signal of the gyroscope.

The summing amplifier produces a voltage representation of \( \dot{\theta} \). This output is used to turn the gyroscope into an oscillator. The derivative is normalized and fed back as the drive signal, causing the gyroscope to vibrate at the natural frequency of the O mode. By placing a variable gain on this feedback signal and making this gain proportional to the integral of the velocity amplitude error, it is possible to turn the gyroscope drive axis into a self-oscillating system. Servoed a known \( \dot{\theta} \), in other words, the input torque to the drive axis of the gyroscope should be

\[
v_{in} = \frac{K_i}{\dot{\theta}_0} \left( \int \dot{\theta}_0 - \dot{\theta}_{0,DES} \right) \dot{\theta}
\]  

(2.14)
where
\[
\dot{\theta}_0 = \frac{1}{2} (\text{amplitude}(V_1) + \text{amplitude}(V_2))
\]  \hfill (2.15)

Note that the torque on the gyroscope is actually proportional to the square of the input voltage. Therefore, only an attractive force can be applied to the baseplate. The \( v_{in} \) as is given above would be absolute when applied, producing an incorrect drive. In actual operation, a DC bias of about 2 volts would be placed on the drive electrodes, and \( K_i \) must be set so that the drive is an AC signal around this voltage of about 4 Vpp. [4]

### 2.3 Summary of Final Theoretical Equations

The final theoretical equations of the gyroscope after many simplifying assumptions becomes

\[
\begin{align*}
I_\theta \ddot{\theta} - & \ 1 \alpha_\theta \dot{\theta} - & \ \kappa_\theta \ddot{\theta}_z - & \ \frac{e_\theta}{d_0^2} A_{in \ \rm{rms}} [V_{in}(t)]^2 - & \ 1 \ (2I_\psi \dot{\psi}) \Omega_z \\
I_\psi \ddot{\psi} + & \ \alpha_\psi \dot{\psi} + & \ \kappa_\psi \psi = & \ (2I_\theta \dot{\theta}) \Omega_z
\end{align*}
\]  \hfill (2.16)

For the electronics, if \( V_1, V_2 \) and \( \theta_0 \) are defined as in section 2.2.3

\[
V_{in} = K_i \left( \int \dot{\theta}_0 \ - \ \dot{\theta}_{0 \ \text{DES}} \right) \frac{\dot{\theta}}{\theta_0} + 2V
\]  \hfill (2.18)

\[
V_{out} = K_{out} (\text{amplitude}(V_1) - \text{amplitude}(V_2))
\]  \hfill (2.19)

These formulas gave the microgyroscope team a framework for expected behavior and magnitudes of various responses. However, since the theoretical model upon which this was based was entirely ideal and nongeneralized, it was assumed that experimentation would be needed to refine the predicted values. This next section is a brief description of the preliminary testing of prototype gyroscopes to validate the above equations.
Chapter 3

Testing Procedures and Results
Figure 3-1: Static Characterization Testing Station
in figure 3-1. The gyroscope is placed in a small vacuum chamber (about 50 mTorr) with a sealed optical window above it and four electrical probe feedthroughs. The chamber is grounded. The gyro element (post and paddles) is grounded to the chamber. Each of the probes is attached to one of the electrodes, allowing each plate to be controlled individually. A laser interferometer, mounted onto a micromanipulator which allows movement in the x, y, and z axes as well as small angular rotations, is positioned over the window, so that it can measure movement of any point on any of the gyroscope paddles. The entire assembly is secured to a pneumatic isolation table.

The inputs to the gyro are fed by either a signal generator or white noise from a dynamic signal analyzer. The output of the laser interferometer is passed through both the dynamic signal analyzer, and a phase lock-in analyzer referenced by the signal generator output. Both analyzer outputs are then fed to a computer running a Visual Basic application specifically written for these tasks. All the instrumentation is also computer controlled over a GPIB bus. Eventually, the micromanipulator will have GPIB controllable actuators, and all the procedures for this test will be computer controlled. Unfortunately, at this time, the operator must still position the laser interferometer himself.

Two separate tests can be run in this station. First, white noise is applied to one of the four paddles, and the interferometer is placed above it to measure displacements. The output goes to the dynamic signal analyzer which calculates the spectrum of the signal normalized by the white noise. This test can be used to pinpoint resonant frequencies, which, in vacuum, appear as sharp peaks in the spectrum. Generally, there are three peaks, one for the drive resonance, one for sense resonance, and one for the “bounce” mode, where the entire gyro element is translating along the z axis. The bounce mode resonant frequency is generally much higher than the rotational resonances.

Once the resonances are determined, the input is switched from white noise to the signal generator, which is tuned to one of those frequencies. The interferometer is then swept across the area of the gyro paddles, and the magnitude of the peak at each position is recorded. These values are then plotted two dimensionally as a
function of position to produce a picture of the mode shape. The test is repeated for each resonant peak found in the spectrum. This way, the shape of each mode can be quickly determined. Once laser positioning is automated, the static characteristics of any prototype gyro can be found in record time with the touch of a button. If desired, the results of one test group can be verified by applying the inputs to a different paddles. The end results, resonant frequencies and mode shapes, should be identical.

3.1.2 Rotational Testing

The other two tests are both performed on the same station which is shown schematically in Figure 3-2. The gyroscope and preamplifier circuit are placed in a larger vacuum chamber (again, about 50 mTorr), atop a platform which is mounted on a
rotary vacuum feedthrough. Outside the vacuum, this feedthrough is driven by a precision rate table. There are also electronics feedthroughs which are connected to power, the drive inputs, and the sense outputs within the chamber. Outside the chamber, the drive input is fed by another signal generator, and the sense outputs are fed to another phase lock-in analyzer. The table and the instrumentation are once again all computer controlled.

The table can be set to rotate at speeds of \(0 \pm 0.01 \text{deg/sec}\) to \(99.99 \text{deg/sec}\) via a DC voltage input. In this way, the computer can set the applied angular rate to any speed in the above range and automatically record the gyroscope response. A testing algorithm has been set up where the operator chooses a start angular rate, and end angular rate, and the number of points between these two values. First, the computer calculates the series of angular rates the operator has requested. Then the table is spun at the start rate for a length of time, depending on the current integration time constant of the phase lock-in. At the end of this period, the computer records a series of voltage measurements. Then, it stops the table for the same length of that it was rotating, and records the bias voltage. Afterwards, it goes on to next rate and repeats the process. In this way, it is possible to determine the reponsivity and threshold, and the bias voltage during testing. An example of a plot produced by this testing is shown in figure 3-3.

### 3.1.3 Allan Variance Testing

The final type of preliminary testing performed on these prototype gyroscopes was an Allan variance test, a statistical method which is used in the gyrocommmunity to determine noise characteristics. The output is a Green chart, which can be used to determine the resolution as a function of the averaging time constant of the sensing circuit. The gyro and electronics are once again in the same large chamber. However, they are not rotated. Therefore, the only possible applied angular rate is earth rate, which can be assumed to be constant. The output is sampled and integrated to
<table>
<thead>
<tr>
<th>Nomenclature</th>
<th>Rate AV Slope</th>
<th>Angle AV Slope</th>
<th>Rate PSD Slope</th>
<th>Angle PSD Slope</th>
</tr>
</thead>
<tbody>
<tr>
<td>White Angle</td>
<td>$\frac{1}{2}$</td>
<td>-1</td>
<td>0</td>
<td>-2</td>
</tr>
<tr>
<td>Angle Quantization</td>
<td>0</td>
<td>-1</td>
<td>0</td>
<td>-2</td>
</tr>
<tr>
<td>Flicker</td>
<td>0</td>
<td>-1</td>
<td>0</td>
<td>-2</td>
</tr>
<tr>
<td>Angle Random Walk</td>
<td>-1 $\frac{1}{2}$</td>
<td>2</td>
<td>-2</td>
<td>0</td>
</tr>
<tr>
<td>White Rate Noise</td>
<td>-1</td>
<td>0</td>
<td>-2</td>
<td>0</td>
</tr>
<tr>
<td>Rate Quantization</td>
<td>0</td>
<td>0</td>
<td>-3</td>
<td>-1</td>
</tr>
<tr>
<td>Bias Rate</td>
<td>-1 $\frac{1}{2}$</td>
<td>-1 $\frac{1}{2}$</td>
<td>-4</td>
<td>-2</td>
</tr>
<tr>
<td>Instability</td>
<td>-1 $\frac{1}{2}$</td>
<td>-1 $\frac{1}{2}$</td>
<td>-4</td>
<td>-2</td>
</tr>
<tr>
<td>Rate</td>
<td>-1 $\frac{1}{2}$</td>
<td>-1 $\frac{1}{2}$</td>
<td>-4</td>
<td>-2</td>
</tr>
</tbody>
</table>

Table 3.1: Properties of Noise Sources in an Allan Variance Plot

determine angle and then passed through the rate Allan variance algorithm

$$0(t) = \int_0^t \Omega(t') dt'$$

(3.1)

$$\bar{\Omega}_k = \frac{0(t_k + \tau) - 0(t_k)}{\tau}$$

(3.2)

$$\sigma^2 = \frac{1}{2} (\Omega_{k+1} - \Omega_k)^2$$

(3.3)

Otherwise, the stationary gyro output is sampled at some high (1 kHz) rate. Each sample is then added to the angle integral which makes up the previous history of the test. The angle average is computed for a series of increasing time constants $\tau$, generally powers of 2 to simplify the computation program, to create an Allan variance plot, or a Green chart. By examining the slopes of the plot at various intervals of $\tau$, it is possible to determine what type of noise dominates for any specific integration constant. [2] Some of the more common noise sources are listed in Table 3.1.
<table>
<thead>
<tr>
<th>ID Number</th>
<th>1st Resonance</th>
<th>2nd Resonance</th>
<th>3rd Resonance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Theoretical</td>
<td>300&quot;-500 Hz</td>
<td>300&quot;-500 Hz</td>
<td>400&quot;-600 Hz</td>
</tr>
<tr>
<td>XP-9</td>
<td>293.0 Hz</td>
<td>405.0 Hz</td>
<td>463 Hz</td>
</tr>
<tr>
<td>XP-15</td>
<td>396.8 Hz</td>
<td>436.6 Hz</td>
<td>513.0 Hz</td>
</tr>
<tr>
<td>XP-16</td>
<td>589.1 Hz</td>
<td>596.1 Hz</td>
<td>714.0 Hz</td>
</tr>
<tr>
<td>XP-23</td>
<td>439.0 Hz</td>
<td>444.4 Hz</td>
<td>569.0 Hz</td>
</tr>
</tbody>
</table>

Table 3.2: Sample Gyroscope Resonant Frequencies

Allan variance analysis can also be done on the angle, by integrating the data twice and the basically following the same procedure. In order to differentiate between certain types of noise, it is often necessary to also look at the PSD of the gyroscope. However, given some insight into the system itself, it is possible to develop a preliminary a model of the noise just from the actual data of the Green chart itself. The PSD plots and the information in table 3.1 would definitely be needed, however, once even better models with more refined noise algorithms are required.

3.2 Test Results

The model was correct in characterizing the gyroscope as a second order resonant system. Table 3.2 shows values for resonances for the tested prototype gyroscopes. Typical ranges predicted by the theoretical model are also given. Except for the unsurprising fact that the drive and sense axis were never exactly equal, there was reasonable agreement between the expected and actual results.

A sample of the rotation testing from XP-23 is given in figure 3-3. The responsivity of this gyro was about 1.25 mV / (deg/sec) Some prototypes were close to 2 mV / (deg/sec). As predicted, the response was always linear with respect to the applied angular rate. The threshold was about 0.05 deg/sec, and the resolution with the current electronics about 0.1 deg/sec.

Finally, a sample of a Green Chart from the same gyroscope if given in figure 3-4. For the theoretically ideal gyroscope, the line would have been flat. However, for
Figure 3-3: Responsivity Data for XP23, 4 Volt/pdrive.
faster time constants, the line has a slope of $-\frac{1}{2}$ suggesting angle measurement noise. And, at slower time constants, there is a slope of -1, suggesting either bias rate instability or rate quantization noise. All are random effects which must somehow be incorporated into the theory.

Several trends observed from this data validated the theory. However, many behaviors were not predicted by the model. For example:

1. The resonant frequencies of the drive and sense axes were not the same.

2. The resonant frequencies tended to drift randomly with time.

3. There was an offset bias signal whose value also drifted randomly with time.
4. The Allan variance data showed that angle white noise was the dominant noise factor for integration times of less that 10 seconds while rate bias instability was dominant for integration times greater that 100 seconds.

The model should be refined to include these errors. This means that physical explanations need to be presented as to their sources, so that, while they may never be completely removed, they can be designed against, further improving the gyroscope resolution. Also, once understood, they can be incorporated into a new model which can be used to test out signal processing schemes or evaluate performance inspecific applications.

One final note must be made. At the time of the tests above, the summing amplifier and oscillator circuits were not in place. The drivevoltage was provided by a signal generator running at the measured sense resonant frequency, and periodically adjusted as that frequency drifted. Therefore, it is safe to assume the amplitude of $\dot{\theta}$ was constant during a given data acquisition session. However, the actual value of $\theta$ is unknown, leaving unfortunate gaps in the test data for the prototypes. The effects of this lack on the model are discussed in the following chapters.
Chapter 4

Vibratory Gyroscope Errors

Most of the shortcomings of the model lie in two areas. First, it assumes that the mass is perfectly balanced and perfectly symmetrical about the radial and lateral axis. In reality, because of manual assembly and the gluing process, there are small mass imbalances about the radial axis, which have a significant impact on the drive path of the post. Secondly, it ignores all time varying affects outside of the desired inputs, i.e., drive forces and applied angular rates. This is also invalid.

4.1 Mechanical Cross Coupling

The largest and most common source of mechanical error in vibratory gyroscopes is mechanical cross coupling. An unbalanced mass element couples the drive entry into and consequently creates displacements along the sense axis. Consider the free body diagram shown in figure 4-1. For a perfectly balanced gyro element, the kinematic equations (in the absence of coriolis force) can be described by the following matrix equation.

\[
[T] = [I] \dot{\omega} - \Lambda \dot{\omega} - K \omega \tag{4.1}
\]

\[
\begin{bmatrix}
\tau_0 \\
0
\end{bmatrix} = 
\begin{bmatrix}
I_0 & 0 \\
0 & I_\psi
\end{bmatrix}
\begin{bmatrix}
\ddot{\theta} \\
\ddot{\psi}
\end{bmatrix} + 
\begin{bmatrix}
\alpha_0 & 0 \\
0 & \alpha_\psi
\end{bmatrix}
\begin{bmatrix}
\dot{\theta} \\
\dot{\psi}
\end{bmatrix} + 
\begin{bmatrix}
\kappa_0 & 0 \\
0 & \kappa_\psi
\end{bmatrix}
\begin{bmatrix}
\theta \\
\psi
\end{bmatrix} \tag{4.2}
\]
Figure 4-1: Free Body Diagram of Gyroscope
The input vector $\mathbf{r}$ is the effective torque produced by the electrostatic force applied to the two drive paddles. It is easy to see that multiplying out the above matrixes will produce equations 2.16 and 2.17, when there is no applied angular rate.

The presence of the imbalance mass has a double effect. First, it changes the inertia tensor $\mathbf{I}$, so that the cross product terms are no longer $0$. Secondly, the moment arms of the forces $\mathbf{F}_{M1}$ and $\mathbf{F}_{M2}$ from the individual drive paddles are no longer equal, meaning that the drive force will now have a component in the $\psi$ direction. Therefore,

$$I' = \begin{bmatrix} I_0 & \Delta I \\ \Delta I & I_\psi \end{bmatrix} \quad \tau' = \begin{bmatrix} \tau_0 \\ \Delta \tau \end{bmatrix} \quad \text{(4.3)}$$

The new equations of motion are given by

$$\tau = I_0 \ddot{\theta} + \Delta I \ddot{\psi} - \alpha_\theta \dot{\theta} - \kappa_\theta \dot{\theta} \quad \text{(4.4)}$$

$$A \tau = I_\psi \ddot{\psi} - \Delta I \ddot{\theta} - I \alpha_\psi \dot{\psi} - \kappa_\psi \dot{\psi} \quad \text{(4.5)}$$

In general, $\tau$ exerted by the electrostatic drive is much greater than $(\Delta I) \ddot{\psi}$ allowing the latter term to be dropped. Rearranged into a more familiar form, the above equations become

$$I_0 \ddot{\theta} + \alpha_\theta \dot{\theta} - \kappa_\theta \dot{\theta} = \tau \quad \text{(4.6)}$$

$$I_\psi \ddot{\psi} - I \alpha_\psi \dot{\psi} - \kappa_\psi \dot{\psi} = \Delta \tau - \Delta I \ddot{\theta} \quad \text{(4.7)}$$

The right hand side of the last equation is the cross-coupled torque exerted on the sense axis solely due to drive motion. This error is commonly referred to as a "zero signal" in gyro literature, since a signal for angular rate is being produced even though zero angular rate is being applied. When the structure is being driven on resonance, $\tau$ and $A \tau$ are in phase with the velocity of the drive displacement $\dot{\theta}$. The acceleration $\ddot{\theta}$, on the other hand, is in phase with $\dot{\theta}$ itself. Therefore, this torque can be rewritten as

$$M_{rc}(\theta - \dot{\psi}) = 2I_0 [\Omega_\theta(t) \cdot \dot{\theta} + \Omega_\psi(t) \cdot \dot{\psi}] \quad \text{(4.8)}$$
TOP VIEWS

Expected Path
Actual Path

(no displacement on \( \phi \) axis)
(displacement on both \( \theta \) axis and \( \phi \) axis)

Figure 4-2: Expected and Actual Path of Mass Element

Where the first term on the right hand side is due to the reaction forces from the resonant structure and would be in quadrature with any coriolis torque signal. The second term is due to the drive forces themselves, and would be in phase with a coriolis signal. Figure 4-2 shows the expected versus actual path of the post as seen from above. Balance imperfections will actually cause the post to wobble slightly, resembling the precession caused by a coriolis force.

For the geometry shown in figure 4-1, it is easy to calculate the magnitudes of the two cross coupled torques in terms of \( \Delta m \), its displacement from the \( \theta \) axis, \( x \), and the displacement from the \( \psi \) axis, \( y \). Once again, assuming that the gyro is driven on its drive resonance

\[
\Omega_q \dot{\theta} = \Delta m x y \dot{\theta} = \Delta m x y \omega_0^2 \theta
\]

\[
\Omega_q \dot{\theta} = F_x = \left( \frac{\kappa_\theta}{Q_\theta} \theta \right) \frac{\kappa_\phi}{Q_\phi} \dot{\theta}
\]

\[
(4.9)
\]

\[
(4.10)
\]
The last ratio is expected to be much greater than 1 for a macromachined post glued into place. However, it is impossible to calculate an exact figure without knowing $\Delta m$ or $g$. The ratio is best found by experimentation.

Mass imbalances can also create errors in other ways. For example, if the gyro is actually made to tip over slightly, causing the initial displacements between the paddles and baseplate electrodes to be unequal, and driving will again result in a zero signal. There are also other kinds of imbalances. For example, the spring constants between the four cantilevers may not match. However, none of these additional perturbations will change the basic form of equation 4.8. They will all be in phase with either the displacement or the velocity of the drive. [3]

4.2 Time Varying Effects

If the zero signals discussed above remained constant over time, they could be easily calibrated out of the gyro and not given much thought. Unfortunately, their magnitudes vary over time, in fact, it is the rate of variation of the zero signals which may limit the resolution of vibratory gyroscopes to anywhere from 3 to 6 orders of magnitude from its resolution otherwise. [1]. There are three typical mechanisms for time varying zero signal. They can affect the actual brass post, the silicon paddles and supports, or the glue used in assembly.

4.2.1 Non-uniform Creep

Creep occurs when a structure is strained cyclically at high temperatures for extended periods of time. Even if these strain levels are in the elastic regime, plastic deformation can set in, changing the balance of the masses. Creep may indeed be a problem, since the post and especially the glue is being strained cyclically, and, under vacuum where heat dissipation is low, high thermal concentrations can be attained.
4.2.2 **Non-uniform Thermal Expansion**

As stated above, heat dissipation is extremely inefficient in vacuum. In addition to creep, the mass elements, supports, and the adhesive will also undergo non-uniform thermal expansion. Especially in the case of the glue, which is applied non-uniformly by hand, small changes in volume can completely alter the mass balance of the post by actually tilting the post itself.

4.2.3 **Non-uniform Deflections Under Acceleration**

This last possibility was most possibly not a factor in the testing performed on the prototype gyros. However, it will be a factor in the function of the gyros in real applications. In a theoretically balanced gyro, acceleration of the instrument frame would be a common mode signal on both sense electrodes which would then be subtracted out. However, if there is a mass imbalance, this signal will not be even on both sense pads, creating a zero signal which will change as the acceleration changes. It may be possible to know the acceleration from other instruments and somehow compensate for this effect. However, since the actual mass imbalance formula will be generally unknown, this may prove to be a challenge.

4.3 **Differential Frequency Drift**

The resonant frequency of the driving and sensing systems should theoretically be equal, if the gyro is symmetric and its parameters time invariant. Unfortunately, neither of these conditions is true. The resonant frequency of a second order mass-spring system is given by

\[
\omega_n = \sqrt{\frac{f}{\kappa}}
\]  

(4.12)

As seen from the discussion above, the effective \( f \) of each mode is definitely changing with time as the mass balance changes. It is also likely that \( \kappa \), which is a function of the geometry, compliance, and prestress conditions of silicon cantilevers, is also changing with time. These changes are partly due to some of the time varying effects.
described above, but also partly due to stochastic effects that can only be modelled statistically.

Since the drive is an oscillator, it will track this changing frequency and continue to servo to the correct amplitude with a minimum energy expenditure. The major error caused by a shift in resonant frequency is a phase shift in the output of the sense. The phase angle error is given by

$$\theta(\Delta \omega) = \frac{G_{s.c.}(j\omega_e)}{G_{s.c.}(j\omega_e - j\Delta \omega)}$$

(4.13)

If the sense circuit is not phase sensitive, this may not be much of an issue. However, as seen in previous sections, if the sense circuit is not phase sensitive, greater errors would occur.

In general, the prototypes gyros that were tested had resonances separated by at least a few hertz and high and narrow resonant peaks that did not overlap. However, at least on one gyro that underwent static characterization, it was seen that the peaks for the drive and the sense drifted towards each other, overlapped, and drifted apart, creating potentially fatal phase shifts on the output. This gyro would most possibly not be useful. However, even in gyros were the peaks seemed spaced widely apart, the phase shift still exists, and, as the sensing electronics improve, could pose some problems.

### 4.4 Damping Drift

For the JPL/UCLA microgyroscope, the damping is sensitive to pressure. While pressure fluctuations may not be a problem for space applications, it may come up if the gyroscope is ever to be used in automobiles or aircraft. It is desirable to operate under the lowest possible pressure to achieve the greatest resonant amplification. However, the lower the pressure, the more difficult the vacuum is to maintain. Therefore, these effects should also be modelled.
4.5 Final Time Varying Model

In order to incorporate these changes easily into the model, it may be convenient to alter the form slightly from that given at the end of Chapter 2. A second order system as a transfer function in the frequency domain of

$$\theta(s) \quad Torque(s) = H(s) = \frac{\theta_{DC} \omega_n^2}{s^2 + \frac{\varphi_n}{Q} s + \omega_n^2}$$

(4.14)

where $\theta_{DC}$ is displacement of $\theta$ for a unit of torque and $Q$ is the amplification of the amplitude of $\theta$ under resonance. In this model, both $\omega_n$ and $Q$ can independently be described as functions of time. The final step is to include the cross coupled torque equation 4.8 into the torque function on the sense. Therefore, the final time varying mechanical equations for the gyroscope are given by

$$\dot{\theta} + \frac{\omega_n(t)}{Q(t)} \theta + \omega_n^2(t) \theta = \omega_n^2 \theta_{DC} \left[ \frac{\epsilon_0 A l^4 \text{ren}}{d_0^2} V_m^2(t) + 2I_{\psi} \dot{\psi} \Omega_z \right]$$

(4.15)

$$\ddot{\psi} + \frac{\omega_m(t)}{Q(t)} \dot{\psi} + \omega_m^2(t) \psi = \omega_m^2 \psi_{DC} \left[ 2I_{\theta} \dot{\theta} \Omega_z + 2I_{\psi} \Omega_q(t) \theta + 2I_{\theta} \Omega_d(t) \dot{\theta} \right]$$

(4.16)

The sum of magnitude of $\Omega_q(t)$ and $\Omega_d(t)$ can be determined from the Green chart for a particular prototype gyroscope. Unfortunately, at the present time, tests and electronics have not been developed to determine $\Omega_q(t)$ and $\Omega_d(t)$ separately, since the actual displacement function of $\theta$ is unknown. At the present time, they will be varied so that their sum remains in the neighborhood of the test data.

The electrical equations, notably the output equation, must also be changed. The Allan variance suggests that there is an angle measurement error. Therefore, the function for $V_{out}$ is now given by

$$\begin{align*}
V_{out} &= K_{out} \left[ \text{amplitude}(V_1) \cdot \text{amplitude}(V_2) \right] + \text{noise}(t)
\end{align*}$$

(4.17)
Chapter 5

System Simulation

The model given in the previous chapter is just a series of ordinary differential equations. A simple C program can be used to simulate their behavior for arbitrary inputs over a given interval of time. However, first the actual functions for each of the time varying parameters for a particular gyroscope must be determined. For this report, a model will be created to simulate the behavior of the prototype X1 '23.

5.1 Calculation of Parameters

5.1.1 Empirical Constants and Measurements

Tables 5.1 and 5.2 are listings of all the parameters that can be measured directly, including the entire geometry of the gyro, and the electrical circuit properties. Some of these numbers will need to be used to calculate values in the experimentally determined model.

Unfortunately, the testing procedures developed so far cannot completely characterize the prototype gyroscope parameters. Therefore, the theoretical values for the ideal moment of inertia and restoring force still need to be known. The restoring force comes from deflection of the cantilever supports, and the formula is derived from simple beam theory. Its value is $\kappa_\theta = \kappa_\phi = 2.71 \times 10^{-4} \text{ N m rad/s}^2$. The moment of inertia of the entire gyro element can be approximated by the inertia of the post,
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Constant</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Postdiameter</td>
<td>0.45</td>
<td>Brass Density</td>
<td>19000 kg/m³</td>
</tr>
<tr>
<td>Post length</td>
<td>5.00</td>
<td>Si Youn's Modulus</td>
<td>1.9 x 10¹¹ N/m²</td>
</tr>
<tr>
<td>Paddle side</td>
<td>1.50</td>
<td>Si Bulk Modulus</td>
<td>7.3 x 10¹⁰ N/m²</td>
</tr>
<tr>
<td>Spring length</td>
<td>1.25</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Spring width</td>
<td>26.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Spring depth</td>
<td>1.75</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Center square width</td>
<td>1.0N</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Electrostatic lever arm</td>
<td>10 μm</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Separation space</td>
<td>10 μm</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 5.1: Empirically Determined Physical Parameters for XP-23

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>constant</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bias Voltage</td>
<td>4 V</td>
<td>c₀</td>
<td>8.85 x 10⁻¹² F/m</td>
</tr>
<tr>
<td>Bias Resistance</td>
<td>1 MΩ</td>
<td>c₀</td>
<td></td>
</tr>
<tr>
<td>Preamplifier Gain</td>
<td>1000</td>
<td>c₀</td>
<td></td>
</tr>
</tbody>
</table>

Table 5.2: Empirically Determined Electrical Parameters for XP-23
5.1.2 DC Displacement

The largest hole in the empirical information on the gyroscope is the DC displacement of \( \theta \) or \( \psi \) due to a unit force. Therefore, it is assumed that \( \theta_{DC} \) is the theoretical displacement for the calculated restoring force.

\[
\theta_{DC} = \frac{1}{K_\theta} = 3.69 \times 10^3 = \frac{1}{K_\psi} = \psi_{DC} \tag{5.1}
\]

5.1.3 Electronic Gains

The electrostatic force is being applied on two paddles. This force is then converted to a torque around the drive axis through the lever arm. Therefore, the gain on the voltage input is

\[
M = \theta_{DC} \omega_n^2(t) \left[ \frac{2c_0 A_{erm}}{d_0^2} \right] V^2(t) = \theta_{DC} \omega_n^2(t) K_i n V^2(t) \tag{5.2}
\]

\[
M = \theta_{DC} \omega_n^2 K_i n V^2(t) = (6.33 \times 10^3) \omega_n^2(t) \times (3.98 \times 10^{-10}) V^2(t) \tag{5.3}
\]

The output gain equation is similar to that of the input gain. However, it is also scaled by the bias voltage, the bias resistance, and the preamp gain. From the values given in Table 5.2 this comes to either \( K_{out} = 1.593 \).

5.1.4 Physical Parameter Drifts

In this form of the second-order equation, there are only two parameters that drift, the resonant frequency \( \omega_n \) and the peak amplification factor \( Q \). Both of these effects were qualitatively observed during the testing procedure. The drive resonance of XI-23 centered around 4391 Hz and the sense resonance around 444 Hz. A smooth drift
of at most 0.5 Hz a minute was observed, but the two resonances never really moved more than 2 Hz away from these centers.

The peak amplification was measured by comparing the output of the gyro when driven off resonance, to when it was driven on resonance. This amplification was found to be between 50 to 100.

5.1.5 **Verification of Responsivity**

It is possible to verify that the above estimates of the physical parameters are accurate through hand calculations using the experimental repsonivity. First assume that the resonant amplification \( Q = 75 \). If the drive mode would have this is the amplification for a sinusoid at 439 Hz, then the amplification at 444 Hz (the sense resonance, where it was actually driven for this data) is about 28. Therefore, the magnitude of the velocity of the drive vibration is

\[
\dot{\psi}_0 = \omega_\psi \dot{\psi}_0 = \omega_p \sin Q \dot{\psi}_0 \omega_p \sin \omega DC \omega_0^2 K_m V_0^2 = 1.84
\]

(5.4)

which means that for a angular rate of \( 1 \text{ deg/sec} \), the change in coriolis torque is given by

\[
M_0 = 2I_0 \dot{\psi}_0 \Omega_z = 2.03 \times 10^{-12}
\]

(5.5)

This should result in a sense velocity magnitude of

\[
\dot{\psi}_0 = \omega_\psi \dot{\psi}_0 = \omega_\psi (Q \psi_{DC} M) = 1.5709 \times 10^{-3}
\]

(5.6)

Finally, this should produce a change in output of

\[
V_{out} = K_{out} \dot{\psi}_0 = 2.5 mV
\]

(5.7)

The actual repsonivity is about half that, suggesting that some of values used above were calculated/estimated on the high side, especially in the case of \( Q \). If the \( Q \) were actually 50, the same process would yield a repsonivity of 0.6 mV. The fact that there
be inferred instead of the rate of change as a basis.

The region is given by

\[ \int_0^T \int_{-1}^{1} \sqrt{1 + \frac{y}{2}} \, dx 
\]

The second plot in Figure 2.1 represents the actual data in millions.

The magnitude specified by the data to the final output is essentially the same as that of the signal, and is probably attributable to the inherent measurement error. This is according to the Green Chart of X\(1.7\), the dominant error for integration time.

5.1.6 Angle Measurement Noise Magnitude

The magnitude of measurement suggests that it is safe to proceed.
Figure 5-1: Allan Variance Data and Noise Asymptotes
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Center Value</th>
<th>Upper Limit</th>
<th>Lower Limit</th>
<th>Rate of Change</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\kappa_0, \kappa_\psi$</td>
<td>$1.58 \times 10^{-4}$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$I_0, I_\psi  \frac{kg}{m^2}$</td>
<td>$3.17 \times 10^{-11}$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\theta_{DC}$ $\frac{rad}{N_m}$</td>
<td>$6326.6$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\psi_{DC}$ $\frac{rad}{N_m}$</td>
<td>$6326.6$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\omega_{0n} (t)$ $\frac{rad}{sec}$</td>
<td>$2759.4$</td>
<td>2772</td>
<td>2747</td>
<td>3.14</td>
</tr>
<tr>
<td>$\omega_{\psi n} (t)$ $\frac{rad}{sec}$</td>
<td>$2793.3$</td>
<td>2806</td>
<td>2780</td>
<td>3.14</td>
</tr>
<tr>
<td>$Q(t)$</td>
<td>75</td>
<td>100</td>
<td>50</td>
<td></td>
</tr>
<tr>
<td>$K_{in}$ $\frac{N \cdot m}{V^2}$</td>
<td>$3.98 \times 10^{-10}$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$K_{out}$ $\frac{m^2}{V^2}$</td>
<td>3186</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\Omega_q (t)$ $\frac{deg}{sec}$</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\Omega_d (t)$ $\frac{deg}{sec}$</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$noise (t)$ $[mV]$</td>
<td>0</td>
<td>$(-0.02754) \tau$</td>
<td>$(0.02754) \tau$</td>
<td>random</td>
</tr>
</tbody>
</table>

Table 5.3: Summary of Calculated Values and Expected Ranges for X 1'–23

5.2 Simulation Techniques

5.2.1 Differential Equations

The final ordinary differential equations 4.15, 4.16, and 4.17 were simulated using a fourth order Runge-Kutta algorithm. The actual source code is given in Appendix A. By writing a C program, it was possible to develop a simulation that was versatile, ran quickly, and could be ported to any system running a C compiler. Modular programming techniques will make the need to upgrade noise algorithms in the future fairly easy. It may also be possible to develop a Visual Basic front end and link this simulation to actual test data from a prototype gyroscope, so that the parameters calculated above can automatically be entered into the computer model.

5.2.2 Time Varying Parameters and Noise

The parameters are varied in very simple patterns which parallel quantitatively observed behavior. For a typical 50 second simulation, the resonance amplification
begins at some value and either remains fixed or is allowed to just steadily decay at a fixed rate, as if there were a pressure leak. This initial $Q$ and $\Delta Q$ should be set more specifically once the actual operating conditions are known. The resonant frequencies vary sinusoidally about their measured center frequencies.

The cross-coupled torque begins at a reasonable value and then increases at the rate given in table 5.3 for the entire 50 seconds of the simulation. This reproduces the observed $1{''}011s$ of prototype $\text{gyro}(\alpha)$'s. However, in the future, it may be necessary to develop more sophisticated stochastic models of gyro drift for longer simulations. Right now, the data to do this is unavailable.

The angle measurement noise is a random number within the bounds given in table 5.3. For simplicity, it is added to the output at the final recording stage.

### 5.2.3 Calculation of Amplitude and Phase

The amplitude needs to be calculated for both the output of the summing amplifier ($\dot{\theta}$) and the difference amplifier ($\dot{\psi}$). The program has a variable for the maximum and minimum value of each signal. If at any time, the present value of the signal is greater/less than the recorded maximum/minimum, this becomes the new maximum/minimum. Otherwise, the recorded value decays exponentially to zero. It will be necessary when using this simulation for performance predictions to run the output through a filter with the same characteristics as the one inherent to the lock-in analyzer, since these equations do not exist in the simulation, but do exist in the real circuit. It is much easier to generate the raw data and then use standard software programs to filter it, than to try and implement the circuit differential equations.

The zero crossing of each signal is also kept track of. The difference in the time for a zero crossing of $\dot{\theta}$ vs. $\dot{\psi}$ over the current period is the phase. This algorithm assumes no noise in its signals, which is true for this simulation. However, it should be exchanged in the future for a more robust process.

### 5.3 Simulation Verification
Figure 5.2: Results from Simulation of Testing Conditions
The simulation was run with the testing operation conditions to see if the generated results corresponded to the experimental data. The parameters were the same as those calculated above. The $Q$ of the system was allowed to remain constant at 7.5. Thermal noise and mechanical cross-coupling were set to 0. Instead of the oscillator input, the gyro was driven by a 4 VPP sinusoid at the sense resonant frequency. It was desired that a change in the applied angular rate of $1 \text{ deg/} \text{sec}$ would change the output by 1.25 mV. The actual change, shown in figure 5-2, was 1.5 mV. As stated in a previous section the discrepancy may be due to not knowing the exact amplification factor or the exact resonant frequency during the test, or due to errors in the Runge-Kutta numerical method itself.
Chapter 6

Suggestions for Improvement

6.1 Machining and Assembly Improvements

Most of the imbalance errors and time varying effects experienced by this gyroscope design seem to be traceable to the fact that a brass post is glued to the micromachined silicon driving and sensing structure. The post itself can only be machined to tolerances achievable by a lathe, and even if these tolerances are good, the glue used in assembly will never be “balanced”. One way to circumvent these drawbacks is to create a gyro that is entirely micromachined out of silicon. The structure will be more accurate, there will be fewer hand assembly steps, and the problem of non-uniform thermal expansion would disappear.

The challenge is to create high mass and high rotational inertia structures using micromachining techniques. Currently, it is impractical to etch a 5 mm vertical post integral to the cloverleaf paddle structure. Therefore, in an all-silicon structure, the “post” will have to be much smaller, perhaps on the order of 1 mm. \( I_\theta \) and \( I_\psi \) are consequently orders of magnitude smaller, lowering the responsivity and increasing the resonant frequencies. Therefore, a twofold problem has been created for the sense electronics.

Another option is to look into alternate machining and assembly methods for the post. The post could be made by electroplating instead of lathing, resulting in a much better diameter tolerances. Also, a micromanipulator could be used in place
of a person to insert the post, assuring that it is perfectly vertical with respect to the paddles. Finally, alternate glues should be investigated, since torr-seal, the current standard, has a tendency to aggregate during application.

### 6.2 Rebalanced Drive Actuators

The present driving scheme can only apply an attractive force on one side of the sense axis. It is possible, using several more strategically placed actuators and sensors, to observe and control the drive path completely. Using the quadrature error as feedback, a torque rebalance loop could be built around the gyro, which would at least align the principle axis of the vibration to the $\theta$ and $\psi$ axis.

One simple way to accomplish this is to split the electrodes in the baseplate as shown in figure 6-1. Pads D1, D2, D3, and D4 are all drive while pads S5, S6, S7, and S8 are used for sensing. The sensing pads are further away from the origin of the instrument frame so that they would experience greater displacements and consequently have a higher responsivity. Another possibility is to use a quartz “top plate” with four electrodes, identical to the baseplate. The gyro would be sandwiched between them, giving once again a total of eight pads to work with. The pads on
the top plate could be used for driving, and the baseplate for sensing, since the gyro element is identically grounded to both the drive and sense circuits.

6.3 Phase Sensitive Lock-in Analyzer

Currently, the lock-in analyzer circuit design is not phase sensitive. It only picks out the magnitude of the suppressed carrier frequency signal from the sense differential amplifier. As seen from the theory, this allows a large quadrature cross-coupled torque to be included into the output signal. If the lock-in design were phase sensitive, this zero signal could easily be removed. Figure 6-2 show the output of the simulation without phase sensitivity, wherein quadrature cross-coupled torque is 9 times that of the in phase torque. This output is shown again in figure 6-3, but this time phase corrected with respect to ̂θ. The improvement is both qualitatively and quantitatively obvious.

6.4 Separation of Drive and Sense Resonances

The final drifts discussed in chapter 4 where the resonant frequency drifts, phase drift and damping drift. Most of these problems would resolve by the self oscillating drive circuit, which serves to a particular velocity for the drive. ̂θ is also used as the reference for the sense lock in, theoretically eliminating any harm done by frequency or damping drifts. The only problem arises when the sense resonance is close to the driving resonance. Then it is no longer guaranteed that the coriolis signal is in phase with the drive velocity. The only way to avoid this is to keep ωen a comfortable margin higher than ωdn, so that their resonant peaks never overlap, despite resonant frequency drifts, and no phase shift or variable amplification ever appears in the sense.
Figure 6-2: Simulation Output, no Phase Sensitivity
Figure 6-3: Simulation Output, Phase Sensitive
6.5 **Computer Control**

The gyroscope electronics designed to date have all been analog. If a small microchip capable of mathematical interpolations is added to the system, even higher performances could be achieved. For example, temperature could be compensated for by applying a temperature correction algorithm to the output. Also, if the CPU could receive acceleration information from an outside source, the effects of non-uniform loading due to acceleration could be reduced. Finally, it would be possible to perform adaptive drive control to further refine the drive path, and “adaptive” sense control to change the integration time for minimum noise as needed.
Chapter 7

Conclusion

The theoretical equations presented at the end of chapter 2 are perfectly correct and useful for as far as they go. At the present stage of development of the JPL/UCLA microgyroscope project, it was necessary to create the next model which could simulate some important error characteristics that the ideal equations could not reproduce. This purpose of this paper was to determine the simplest way to reach that goal.

It was therefore necessary to develop some plausible theoretical basis for these new behaviors and incorporate them into existing equations. The idea of time varying cross-coupled torques fit the task perfectly. As stated previously, there are many other sources of zero signal. However, the model for cross-coupled torque satisfied all the requirements of conforming to experimental behavior while keeping the simulation efficient.

This is still a work in progress. As the characterization process of the gyroscope improves, understanding of the sources and natures of the errors will also become more refined. While this will obviously lead to better models, the end goal is a better understanding of the gyroscopes, and eventually, better gyroscopes.
Appendix A

Simulation Source Code

```c
#include <math.h>
#include <stdio.h>
#include <stdlib.h>
#include <math.h>
#define NR_END 1
#define FREE_ARG char*
#define pi 3.141592654
#define theta DC 3687.6
#define phi DC 3687.6
#define Kout 1.593

float** y, ** xx, ** u;
float ** w, ** o, ** c;
float output, out_max, out_min, out_AMP, out_ERR, out_sign, out_fb;
float fb, fb_max, fb_min, fb_AMP, fb_ERR, fb-pdf, fb_ifb;
float fb_xx0, fb_xx, fb_period, fb_out_phase;
float w_the, w_eli;
float q_the;
float omega_y, omega_z;
float distq, disteq, noise;
int out_q, fb_q;

float* vector(long nh) { float *v = (float *)malloc((size_t)((nh+1) * sizeof(float))); return v; }
```
float **matrix (long int nr, long int nc) {
    long i;
    float **m;
    m = (float **) malloc((size_t)((nr+NR_END)*sizeof(float*)));
    if (!m) printf("allocation failure 1 in matrix \n");
    m[i] = (long int) i;
    m[i++] = NR_END;
    m[i] = (float *) malloc((size_t)((nc+NR_END)*sizeof(float *)));
    if (!m) printf("allocation failure 2 in matrix");
    m[i] = 1;
    m[i++] = 1;
    for (i = 1; i <= nr; i++) { m[i] = m[i-1] + nc; } return m;
}

void free_vector (float *v) { free ((FREE_ARG) v);}  
void free_matrix (float **v) { free ((FREE_ARG) v[1]); /*FREE_ARG*/}

void rkd (float y[], float dydx[], float udat[], int n, [101 IMCX, double, float yout[]],  
    void (*derivs) (double, float[], float[], float[]))  
{  
    int i;
    float xh, hh, h6, *dym, *dyt, *yt;

    /* Allocate vectors */
    dym = (float *) malloc((size_t)((n+1)*sizeof(float)));
    dyt = (float *) malloc((size_t)((n+1)*sizeof(float)));
    yt = (float *) malloc((size_t)((n+1)*sizeof(float)));
    hh = 11/2.0;
    h6 = 11/6.0;
    xh = x + 11/2;
    for (i = 1; i <= n; i++) {  
        yt[i] = y[i] + hh*dydx[i]; }  
    (*derivs) (xh, yt, dyt, udat);
    for (i= 1; i <= n; i++) {  
        yt[i] = y[i] + hh*dyt[i]; }  
    (*derivs) (xh, yt, dym, udat);  
    return;
}
for (i = 1; i <= n; i++) {
    yt[i] = y[i] + h * dt[i];
    dyt[i] = dt[i];
}

(*derivs) (x + h, y, dyt, udat);
for (i = 1; i <= n; i++) {
    yout[i] = y[i] + h6*(dyd[i] + dyt[i] - 1 2.0*dt[i]);
}

/* Deallocate vectors */
free ((FREE_ARG) (y));
free ((FREE_ARG) (dyt));
free ((FREE_ARG) (dyt));

void store_data (int k)
{
    w[1][k] = w, the;
    w[2][k] = w, chi;
    w[3][k] = w, the;
    o[1][k] = omega, y;
    o[2][k] = omega, z;
    o[3][k] = out, amp + noise;
    o[4][k] = output;
    o[5][k] = phi;
    c[1][k] = phi, amp;
    c[2][k] = phi, ifix;
    c[3][k] = phi, out, phase;
    c[4][k] = distq;
    c[5][k] = distd;
    c[6][k] = noise;
}

void err_calc (double t, double h, int k, float tau)
{
if (o[5][k] > fl_max) { fl_max = o[5][k]; } 
else { fl_max = fl_max * (3.0 + n / w); }

if (o[5][k] < fl_min) { fl_min = o[5][k]; } 
else { fl_min = fl_min * exp(-h/tau); }

fl_amp = fl_max - fl_min;
fl_err = fl_amp - (2*pi*139.0*5.0e-4*Kout);
fl_pbfb = 1 #0 * fl_err; 
fl_ifb = fl_ifb + 0.01 * fl_err * h;
if (fl_ifb > 2000.0) fl_ifb = 2000.0;
if (fl_ifb < -2000) fl_ifb = -2000.0;

switch (fl_q) {
  case 1: if (o[5][k] <= (0.5 * fl_amp + fl_min)) { 
      fl_zx0 = fl_zx;
      fl_zx = t;
      fl_period = 2*(fl_zx - fl_zx0);
      fl_q = 1;
    break;
  case -1: if (o[5][k] >= (0.5 * fl_amp + fl_min)) { 
      fl_zx0 = fl_zx;
      fl_zx = t;
      fl_period = 2*(fl_zx - fl_zx0); 
      fl_q = 1;
    break;
  default: break;
}

if (o[4][k] > out_max) out_max = o[4][k]; 
else out_max = out_max * exp(-h/tau);

if (o[4][k] < out_min) out_min = o[4][k]; 
else out_min = out_min * exp(-h/tau);

out_amp = out_max - out_min;
switch (out_q) {
    case (1) : if (o[d][k] <= ((0.5*out_amp)+out_min)) {
        fb_out_phase = (t - fb_zx)/fl_period;
        out_q = - 1;
        break;
    }
    case (-1): if (o[d][k] >= ((0.5*out_amp)+out_min)) {
        fb_out_phase = (t - fb_zx)/fl_period;
        out_q = 1 ;
    }
    default : break; }

void dist_calc(double t) {
    q_thc = 100.0 - 0.5*t;
    distqz = w_thc*O.9*10.34c- 4*(t -50); /* y[1]/drive amplitude */
    distd = 0.1*10.34[(t - 450); /* y[2], fb = drive velocity */
    w_thc = 2 * pi * (400.0 + sin(2*pi*t/120.0));
    w_chi = 2 * pi * (450.0 - sin(2*pi*t/240.0));
    /* noise = ((rand()/ 16. 385.0) - 1) * 0.000027 * sqrt(samps); */
    if (t < 5.0) omega_z = 0.0;
    else if (t < 6.0) omega_z = 1.0*(pi/180.0)*(t - 5.0);
    else if (t < 9.0) omega_z = 1.0*(pi/180.0);
    else if (t < 10.0) omega_z = 1.0*(pi/180.0) + 2.0*(pi/180.0) *(t - 9.0);
    else if (t < 14.0) omega_z = 3.0*(pi/180.0);
    else if (t < 16.0) omega_z = 1.5*(pi/180.0) * (16. 0- t);
    else omega_z = 0.0;
    /*
    if (t < 20.0) omega_z = 0.0;
    else if (t < 21.0) omega_z = (2*pi/180)*(t - 20.0);
    else if (t < 39.0) omega_z = (2*pi/180);
    else if (t < 40.0) omega_z = (2*pi/180)*(40 - t);
*/
else omega_z = 0.0;

void derivs (const float y[], float ydot[], float udw[])
{

    float w[2], w22;

    w[2] = w_the*w_the;
    w22 = w_chir*w_chir;

    /*
    uder[1] = 2.0*\sin(2*3.14159265358979323846*1.0*t) + 2.0;
    */
    uder[1] = -100.0*fln_jn*(fln/1n_am9);
    if (uder[1] > 5.0) uder[1] = 5.0;
    if (uder[1] < 0.0) uder[1] = 0.0;
    ydot[1] = y[2];
    ydot[2] = - (w[2]*y[1]) - (w_the/q_the*y[2])
        + theta_]w12*(3.9825e-10+(uder[1]+5)*(uder[1]+5));
    ydot[3] = y[4];
    ydot[4] = ((w[2]*y[3])-((w_chir/q_the)*y[4])
        + phi)*w22*2*3.173e-11*((omega_z*y[2])+(disty*y[1])+(disty*y[2]));

}

float output_calc (float y[])
{
    return (Kout * y[4]);
}

float fln_calc (float y[])
{
    return (Kout * y[2]);
}

/**************************************************************************

int main ()
{
    float 10X01(1 = 3.50;
    float end = 57.5001;
    float pres = 50.0;
    int steps = 2000;
    int recpres = 2000;
    int samp = 50;

    /**************************************************************************

    int order = 4;
    float RC = 0.025;
    float *vinit, *vlast;
    float ulast;
    int divs, divs2;
    int i, j;
    int k;
    int counter = 0;
    double x, x1, x2;
    float *v, *vout, *dv, *uin;

    /**************************************************************************

    // Allocating data vectors */
    vlast = vector(order);
    vinit = vector(order);
    xx = vector(steps + 1);
    w = matrix(3, steps + 1);
\[ o = \text{matrix}(5, \text{steps} - i + 1); \]
\[ e = \text{matrix}(6, \text{steps} + 1); \]
\[ u = \text{vector}(\text{steps}+1); \]
\[ y = \text{matrix}(\text{order}, \text{steps} - 1); \]
\[ V = \text{vector}(\text{order}); \]
\[ vout = \text{vector}(\text{order}+1); \]
\[ dv = \text{vector}(\text{order}+1); \]
\[ \text{min} = \text{vector}(\text{order}); \]

/** Initial Physical Values not in \text{dist}_\text{calc} **/
\[ w_{\text{the}} = 2 \times 3.141592654 \times 400.0; \]
\[ w_{\text{chj}} = 2 \times 3.141592654 \times 450.0; \]
\[ q_{\text{the}} = 1 \times 25.0; \]
\[ \text{dist}_q = \text{dist}_\text{std} = 0.0; \]
\[ \text{noise} = 0.0; \]
\[ \text{out}_\text{max} = \text{out}_\text{min} = \text{out}_\text{amp} = 0.0; \]
\[ \text{fb}_\text{max} = \text{fb}_\text{min} = \text{fb}_\text{err} = 0.0; \]
\[ \text{fb}_\text{amp} = 0.01; \]
\[ \text{fb}_\text{ifb} = 0.0; \]
\[ \text{fb}_\text{zx} = \text{fb}_\text{zx} = \text{fb}_\text{out}_\text{phase} = 0.0; \]
\[ \text{fb}_\text{period} = 1.0 / w_{\text{the}}; \]
\[ \text{out}_\text{q}, \text{fb}_\text{q} = 1; \]
\[ \text{omega}_y = 0.0; \]
\[ \text{omega}_z = 0.0; \]  

/** Initial File data **/
\[ \text{fid}_x = \text{fopen} ("xdata.txt", "w"); \]
\[ \text{fid}_y = \text{fopen} ("ydata.txt", "w"); \]
\[ \text{fid}_u = \text{fopen} ("udata.txt", "w"); \]
\[ \text{fid}_w = \text{fopen} ("wqdata.txt", "w"); \]
\[ \text{fid}_m = \text{fopen} ("omdata.txt", "w"); \]
\[ \text{fid}_n = \text{fopen} ("omdata.txt", "w"); \]

/** Initial Boundary Conditions (Small disturbance to drive) **/
\[ \text{for } (i = 1; i <= \text{order}; i++) \{ \]
\[ \text{vlast}[i] = 0.0; \}
]
vlast[2] = 1.0e-5;

/** Begin Simulation **/
  
  for (divs2 = 0; divs2 < (pres*end) - 1; divs2++) {
      printf("% .2f
", divs2/10.0);
  }

  for (divs = 0; divs < (pres - 1); divs++) {
    for (i = 1; i < order; i++) {
      v[i] = vinit[i];
      y[i][1] = v[i];
    }
  }

  x[1] = (divs2 + divs/pres)/10.0;
  x[2] = (divs2 + (divs + 1)/pres)/10.0;

  for (i = 1; i < order; i++) {
    v[i] = vinit[i];
    y[i][1] = v[i];
  }

  x[1] = xlast;
  x[2] = x;

  for (i = 1; i < order; i++) {
    v[i] = vout[i];
    y[i][1] = v[i];
  }

  u[2] = uin[1];

  for (k = 2; k < steps; k++) {
    dist = dist(x);
    derivs(x, v, dv, uin);
    rk4(v, dv, uin, order, x, h, vout, derivs);
    output = out plt.talc(v);
    fl = f-b cm(v);
    x += h;
    x[2] = x;
  }

  store_data(1);
  for (k = 2; k < steps; k++) {
    dist = dist(x);
    err = err calc(x, h, k, RC);
derivs (x, v, dv, uin);
rk4(v, dv, uin, order, x, ll, vout, derivs);
output = output_calc (v);
fb = ft.take(v);
x = 1;
xx[k+1] = x;
for (i = 1: i <= order; i+1) {
    y[i][k+1] = v[i];
}
u[k+1] = uin[1];
store_data (k+1);
for (i = 1: i <= order; i+1) {
    vlast[i] = y[i][steps];
    ulast = u[steps];
}

/** Print to files **/ 
if (x1 >= record) {
    /* printf("%.4f\n",x1); */
    counter = counter +1 :
    if (counter >= (pres*10.0 /samps)) {
        for (j = 1; j <= (steps / recpres); j+1) {
            fprintf (fidx, "%g\n", xx[recpres*j]);
            for (i = 1: i <= order; i+1) {fprintf (fidy, "%g\t", y[i][recpres*j]);}
            fprintf (fidy, "\n");
            fprintf (fidu, "%g\n", u[recpres*j]);
            for (i = 1; i <= 3; i+1) {fprintf (fidwq, "%g\t", w[i][recpres*j]);}
            fprintf (fidwq, "\n");
            for (i = 1; i <= 5; i+1) {fprintf (fidom, "%g\t", o[i][recpres*j]);}
            fprintf (fidom, "\n");
for (i = 1; i <= 6; i++) { fprintf(stderr, "\g\t\n\n" e[i][recpres[i]]); }

for (i = 1; i <= 6; i++) { fprintf(stderr, "\n\n" e[i][recpres[i]]); }

counter = 0;

}
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