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ABSTRACT

The Cassini Science Operations and Planning Computers (SOPC) are meant to give Cassini investigators and the
Huygens I'lobe Operations Centre (HPOC) mote direct control of and responsibility fos their instruinents and thei data and to
red uce mission operations cost. SOI’Cs give the investigators the ability to command the.il instrarnent directly, butalso the
responsibility to do so conectly, The SOPCs help reduce mission operations cost by allowing the instiument designers also
to be the opetators. The SOPCs allow the opetators to patticipate ditectly even though they ate. at a distance from JPI..

The SOPCs ate ditect extensions of the Cassini Ground Systemn to the investigator's hol ne institution, They provide
links to the test of the. Cassini Ground System for both uplink and downlink functions. The SOPCs use the same software as
the restof the Ground Data Systemn. They aso provide a platform for project and investigator provided planning and analysis
tools,

The cunent SOPC design is targeled toward Cassini Assembly Test and Launch Operations (AT1.0) and cruise.
Inagor ovements planned dur ing o1 vise include hardware upgrades, changes in - software architecture, ¢l anges to the duta
communication syste ms and enhanced sec ity features. The SOPCs, without proper precautions, could pose a scew ity
linbility. The philosophy of the security 1equirements and some particular measures will be  discussed.
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1L INTRODUCTION

Thie funding environmentfor planctar y scicnce and space explor a ion has changed. Budgets for mission operat ions
and data analysis arc being cut. At the same time, science insttuinents are becoming 1 i(vm ¢ capable and complex and
investigators desire more direct control of their instraments and quicker access to their data. The SOPC is designed to address
these needs.

The SOPC is @ computing platfor m that set ves more functions than any othet single cotnputer in the Cassini
Ground System. The SOPC uses a combination of L, investigator, public domain and commeicial software. 1t is used for
both development and mission operations. The SOPC is capable of per forming both uplink and downlink functions. It
provides a platfon i for ever ything from mission planning and command sequencing to telemetr y 1etiicval, display and data
analysis. Theic are cunrently nine SOPCs | six in the United States and three in Eutope.

Dedicated communications lines and hardware are used to connect each SOPCto J11. Thisis both an advantage and
a difficulty. Jt allows the investigator to have a Ground Syster nmachine al his o het home institution and imposes the
bur den of 1emote system administration, configuration management and maintenance. This is furiher complicated by export
and maintenance issues when the SOPC is located in another country. Because of their multifaceted role and remote location,
special care mustbe taken to keep the SOPCs and the rest of the Ground System computersse CIvIC.

Mars Observer was the first JPL. mission to use the SOPC concept. The Cassini SOPC design is based heavily (m
the Mats Obser ver model. Yvery effort has been made to make the SOI'Cs as much like the other machines in the Cassini
Ground System as possible. However , the SOPCs ser ve.combination of functions that makes them unique..

This paperwill explore the system engincer ing of the SOPC as well as the ways the SOPCs allow investigators to
participate dircetly in- mission opetations. All things described in this paper apply to the AT1O and crui sc phases of the




mission, That is, from about Janvar y 1996 unt it Satuin orbitinset ion minus two years, June 200?. " The exception is the
uplink process that is not used until post launch. With one o1 two small exceptions, there are no science activities planned for
cruise. Design, implementation and planning for the tour phase will fake place afterlaunch. 1t is fully expected that the tow
SOPC design will be stiongly based on the cruise SOPC design.

The ultimate goal of the SOPCs is to empowet scientists. The added cost of maintaining @ computer system at a
distant site will be mote than offset by the incieased efficiency of having science investigators participate more directly ia
mission operations.

2.CASSINIGROUND SYSTEM OI<GANI7,A”1’ 1ON

The Cassini Ground System (GS) is divided into two pai ts. The Mission Operations Syste m (MOS) is made up of
people and procedures and the Ground 1 data Systens (GI)S) is made up of computers, hardware and sofiware. The Cassin i
Ground System is divided into eight elements. Eacli develops and opesates its pail of the MOS and the GDS. As much as
possible cach element develops what it operates, although there are cases where a function developed by one element is also
used by anothes. The eletnents have author it y to decide to make o1 buy the cornponents that they develop. They thave this
author it y for both the MOS and the GDS portions, SOPCs ate different ia large par t because ali nost all the tools and
procedures wre developed by or interface with other elements, This discussion Will concentrate. on SOPC refated functions of
four of the clements, two vit tual teams and the science investigators.  Figure 1 shows the relationship among the
organizations listed here and their contributions to the Virtual Tearns. 1t is not mean to be a comprehensive description.
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Fi lglnc 1 - Ground System organization

2.1 Mission Operations System

The Ground System MOS is a collection of people and procedu es that per form Ground System functions. Both the
investigators and the Ground System MOS are part of the Cassini MOS. The SOPC provides the means for the investigators
ta Cxc.cute many of these procedures.
2.2. Ground Data System

The GDS is the collections of computers, networks and software used 1o per form mission operations, Yrom the
SOPC pesspective, ther e are three major software sets, t wo set vers oa toe Cassini opet at ions networ k and dedicated data and
voice lines fiomJP1. toeach SOPC. The Ground System provides life of mission storage for both file and telemetry data.

2.3, Llement descriptions

The investigators have aa interface with (lie. Ground Systen when they pet form Ground System functions. The
Listributed Operations Intet face (DO1) element is responsible for providing a guaranteed point of contact for thie distr ibuted




opet ations sites, doing system engineering of the SOPCs and pat licipating the mission planning and sequencing functions.
The | Ma and Computing Sex vices (DCS) element is responsible for maintaining the computing infrastructure of the Ground
System and formaintaining the database of operational files. The Real-'1"in)c Oper aliens (1{’1'0) element istesponsible for
coordinating real-time operations, capturing and storing spacecrafl and instrument telemetry and soling commands to the
spacect aft. The Uplink Operat ions (U1.O) element isresponsible for gener i ng and integr a ing the cornmand sequences. The
mission planning virtval team (MPVT) and scquence vir tual team (SVT) are responsible for mission planning and sequencing.

2.3.1. Principalinvestigators, team leaders and the 11 uygens Prabe Operations Cent 1 ¢

On the Cassini spacecraft, there are eight instroments provided by principal investigators (1'1), fear facility
instiuments provided JPI. and the Huygens Probe provided by the European Space Agency. 1 lach of the principal investigator
and the HPOC curiently has a SOPC. The facility instrumentteamleade s (11.)1eceive SOPCs shortly after taunch. The [>ls
and Tl.sare par t of the Science Instrutnents Office (S10). The six instruments on the Huygens Probe do notreceive SOPCs
since HPPOC s their sole. representative for command and telemetry inter faces. The two types of Cassini orbitetinstr uments
and the Huygens probe interact with the. rest of the Ground Syste mvin different ways. Yor simplicity, they will be refened to
collectively as investigators.

‘¢ 'he principalinvestigators ate completely responsible for a | aspects of the oper at ion of theirinstrarnents, The team
leaders arc responsible for the science operations of the facility instriments. DO! is responsible for the engineeting operations
of the facility insttuments. The facility instrument science teams and DOI togethet perform the same functions as the
principal investigator teams. HPOC is responsible for al oper slims of the probe and the probe instr uments. The principal
investigators and HPOC are responsible to develop theitown telemeti y and cominand systems for the.ir instiuments. Some of
that software may be installed on the SOPC in coordination with the Ground System.

2.3.2. Distributed Opcrations Interface

1501 is 1 esponsible for the system design of the SOPCs. DOI is also tile Ground System’s liaison to the

investigators for operationalissues. DOI is not an intermediar y, butrather a facilitator. The invest igatots awe  empowered (o
deal with any other element on the Ground systc.in. DOIbecomes involved if there is a question about which part of the
Ground Systetn an investigator should deal with o1 if having engincering representation physically at J]'], would be helpful.
OI does not have. the authority to represent the investigators on scientific issues. DOI participates in both the MPVT and
SVT as patt of its responsibility for engineering operations of the facility instruments. DOl is responsible for designing and
patticipating in the, Vesificationand Validation (V&V)of the SOPCs. DOJalso participates in Ground System V&V for the
SOPrCs.

2.3.3. Data and Computing Services

DCS purchases, installs, administers and maintains all the computing and network hardware used by the Ground
System. As a result, the computing platform used for the SOPCs is one of the standard configurations used throughout the
Ground System and Moject. DCS coordinates development and maintenance of the dedicated data and voice lines that connect
cach SOPC to JPL. and the remote communications terminal hardware (RCT) that accompanies eacti SOPC.1XCS obtains the
requited ¢ xport petmissions forall the SOPC softwar ¢ and handwai e,

Between J]'], and each of the SOPCsites there is a data line and a voice line. The dataline is eitheraS6 kbps 01- a
6Akbps NASA Communications (N ASCOM) serial line.. The voice line. connects the Mission Support Arca (MSA) and al
of the distributed operations Sites together. I'here is a multimission firewall that protects al of the operations networks at
rr.

DCS develops and operates the Central | Database (CIDB). The Cl OB is used by elements in the. Ground Systetn and
other groups withinthe project as a repository for and a means to exchange operational files. Some of the files ae downlink
related. T icy at ¢ used to deseribe telemett y, define telemetry displays or describe the pet formance of the spacecraft. Processed
data products may also be stored 011 the. CDB. Othei files are used in the uplink process. They are related to mission planning,
sequence genel al ion, scquence i ntegr ation and command file creation. Unlike some previous JPI. missions, thete is no
telemetry stored in the. CDB.DCS is responsible for providing it of missionstorage of al files in the CHB.




The CDR server resides on the Cassini operations network and the CDB clients tc.side on the SOPCs. The CDB uses
Kerberos as its user authentication system. The CDB stores files in groups by type and has the capability to grant read, write
and delete privileges to users based on file type. DCS provides other services including the Cassini electronic library (C1i 1)
and the solutions-oriented-services (SOS) user help desk. DCS performs systems and network administration to support the
computing infrastructuse.

2.3.4. Redl-rI'inm QOpcrations

RTO develops, administers and operates the tclemetry and command systems for the Cassini Ground Systetn, The
telemetry system inter faces to the Deep Space Networ k (1DSN), takes the telemett y from the spacecraft and makes it available
to thcusers 011 a central set vet. The command system take:s the spacect aft command files and scads them to the ] ISN for
radiationtothe spacecraft. RTQ is responsible for providing life of mission storage of alltelemectry.

The Telemetry Delivery System (1DS) set-vcl is atead only database that contains all the telemetry generated by the
spacectaft, instruments and probe. The TS ser vet [c.side.s on the Cassini operat ions network and the TS clients reside on
the SOPCs. The output can be stored in a file. onthe SOPC, sentto a display program, or sent to an external pr ogran,
(typically wiitten by an investigator team).

K10 monitors spacecraft and science instrument health and safety telemetty. RTO does this to check for alarm limit
violations and to identify and respond to spacecraft and instt uiient anomalics. On most previous I, projects, there was a
team in the Ground System that analyzed all the telemetry for data quality duting tacking station overlap ot telemetry replay
andmadeonly the best quality data avail able to investigators. Thete 1S no such capability in the Cassini Ground System. The
investigators make these sorts of judgments themselves about their own telemetry.

The Command (CMD) system is a multimission facility. RTO pet forms the commanding function for Cassini. The
input to CMD is the integrated spacecraft command sequence 01 real-time comuand. CMD for mats the sequence for
transmission to the DSN and radiation to the spacecraft, RTO sends instruct ions to the DSN indicating how to control its
ante nnas, transmitters and recei vers,

2.3.5,Uplink Operations and Virtual Teams

UL.0 is responsible for the uplink planning and the development of the sequencing and planning software. The
Mission Scquence System (MSS) is the set of programs usedto create, edit and display mission planning, spaceciafl
comtuand sequence files and sequences of ground events. MSSis the primar y softwar ¢ tool for the M PVT and SVT.

The MPVT and SVT do not exist as pet manent entities. ULO leads the virtual teams, but the virtwal tcams and arc
made up of members of other elements from within the Ground System and groups from outside the Ground System, The
MPVT and SVT come together only to do their work on a mission phase 01 sequence. The MPVT s tesponsible for the
mission planning functions. The mission plan serve.s as a template for the investigators and other eleinentsin the Ground
System to develop their conmmand sequences. ‘I'tie SVT take.s the mission P and uses it 1o develop the sequences that arc
loaded into the spacecr aft and sequences of grou nd events.

The principal investigators and 1 J POC are direct members of boththe M PVT and SVT. The team leaders  are
tilerllbcls of the MI'V'J forscience issues only. Engineering issues in the MPVT and SW' for the facility instiuments are
handled by DOL.

la the Cassini architecture, instrument internal commands are not processed by Mss. Instrumnent internal commands
are passed throughy the MSS as raw binary strings.  Connnands that n 1ay affect other parts of the spacecr aft or other
instraments, power commands for examnple, arc listed individually in the command sequence file. Those commands can then
be included in the sequence simulation and verification. The MSS is used to syntax and constrain check the sequence files
before they are submitted to the CDB from the SOPCs. The i nvestigators ar e responsible for developing whatever softwar e is
used t0 generate the binary loads of instrument internal commands.




2.4. Vet ification and validation

V&V tests the Ground Data System and the Mission Operations System on the SOPCs. There are two levels of
V&V in which DO] participates. 1 ilement level V&V tests the SOPCs. Ground System V&V test the Ground System as a
whole. The investigators also participate in the V&V process.

Flementlevel V&V is done is phases. The first phase is per formed in the MSA on a computer has the same software
and hard wa re configuration as a SOPC.The test s includ e those system s that are on the SOPC and those systems that have an
intes face directly with the SOPC. The goal is not to test every feature of the software, butto test that the software is
configured and installed  correctly. That mo e detailed level of acceplance testing is done by thie elernents that develop the
software.  When the first phase s concluded successfully, the new configuration is stored on tape and sent to the
investipators. 1 iach SOPC is then tested individualy using the same set of test casces.

The puirpose Of  Ground System V&V is to test the data flows and procedur es O f  the whole Ground System. The
S0PC’s and investigator’s roles are to perform the. functions that it would in regular Ground System operations. 101
parlicipates in the design of Ground System V&V and acts asa coordinator during the testing.

3. PROCESSES

The SOPCs arc at the terminus of the. Ground System processing loop. The SOPCs at-c the last stop in the Ground
Systean for instiument telemetry and the first stop for instrument commands, They are the transfer point between Ground
System machines and the. investigator's processing system. The following subsections give a brief description of the. uplink
and downlink processes in the Cassini Ground System and the way inwhich the SOPCs alow the investig atorsto  participate
in those processes remotely.

3. 1. Uplink processes

The uplink process begins with the mission plan, and ends with the transmission of a command sequence to the
spacectaft. The MI'V'I" is responsible for taking the mission plan and producing a highlevel list of activities. The SW’ them
t akes that | ist and produces a series of products that cads with an integrated sequence of spacecraft commands, The mission
planning may stai( six months before the sequence is meant to be uplinked. The sequencing cycle itself is dc.signed to last six
weeks.

Mission Planning Activity Planning Subsequence
(MI'VT) (SV'D) Generation
] > ] g (PI/HPOC/DOY)
| ,_w_._] N il
Sequence Integt alien Real-time Sequence Radiation
and validation e BN Commanding (RTO/DSN)
(SV1) (RTO)
| 4

Figure 2 - Uplink Process

The MPVT takes the mission plan one phase. at at hne and produces a1 ist of key events and opei at ional constraints
specified to the resolution of about one day. This is where science priotities are set and science conflicts resolved. The list of
events is passed to the SV The SVT then refines that plan to about one minute resolution in the activity planning, process,
The observational design process next specifics the. sequence to the subsecond level of detail, Once the observational design is




complete, each investigator tcam (either ptincipal investigator, 11 POC or in the case of facility instruments, DOI) produces
the subsequence of commands fot its instrument. Yigure 2 diagrams this process. The bold line represents the primary flow.

Investigators must have their own systeins to generate their own internal comimands. These systems may consist of
hardwar ¢, software. or both. 1f the system is made of software, at the. invest igator’s disct et ion that software can be run on an
investigator’s workstation or on the SOPC. The file submitted is called a Spacecrafll Activity Sequence File (SASE). The
sequence of insttument internal commands are passed directly through the Ground System as binary strings.

An operational mode isa set of constraints on power, instruments and subsystems. As long as cach instrument and
subsystem on the spacecraft stays within its alowed envelope, there is much less work required of the SVT to integrate and
validate sequences. No unique sequences (those thatate not in any operational mode) are planned duii ng croise except for the
instrument checkout activity at launch plus four teen months.

Commands that might affect other parts of the spacecraft (i.e., commands that Change the powerstate of the
insttument) are listed individually, not aspart of the binar y string in the. scquences submitted by investigators, These
commands are called system level commands and are the responsibility of the SVT tointegrate and validate.

The inst rument sequences are the.n combined with sequences from other SVT members to for 1 the integr ated
sequence.  J'hatintegrated sequence is reviewed and updated as needed to resolve. any 1 emaining conflicts and to stay witt iin the
assig ned operational modes. Commands can also be sent to the space.cl:ift on short notice either to change a small part of an
already uploaded sequence or to respond to anomalies. These are known as real-time commands.,

T'his cycle of uplink act ivitics is repeated as needed within the set iedule to produce the integrated sequence. The
pri ncipal investigators, team leaders and HPOC are able to parti cipate in the M PVT and SV'T activitics because of the
SOPCs. The spacear aft sequences and al | the intermediate products used to gencrate t hose sequences are stored in axd
exchanged through the COR. The SOPC gives the investigators the same level of access to the CDB as those members of the
MPVT and SV'T located at J Pl.. The SOPCs contain the softwar e tools 1o examine the inter mediate products produced by the
MPVT and SV'T and to produce the products submitied to the virtual teams.

The downlink process is more lincar than the uplink process. There are three types of telemetry. Housekeeping
telemete y tells about the engineering status, health and safety of aninstrument. Science telemetry contains the science data.
Telemetry from the spacecraft itself is called engineering telemetry.

At eachstep, the. data ave repackaged, transformed o1stored by the system. The first step is when t he DSN acquires
the raw data from the spacecraft. That telemetry is sent from the tracking station to J]'],. It is unpacked from the 1ISN
wrappets, synchroni zed to form the original spacecraft transfer fiames and exploded into the original instrument and subsystem
packets and minipackets. The intes mediate steps and final results are stored in the TDS server foruse by the invest igator
tcams and Ground System elements. Figure 3 shows the downlink process. The lines in bold show the primary path.

1<’1°[) monitors the. instrument housckeeping telemet r y, along witt spacecraft engincering data, foralarm 1imii t
violations. RTO can detect possible instiument and spacecraft anomalies. RTO notifies the apprope iate investigators o
clements in the Ground System, and responds with real-time command seq uences if needed to put the spacecraft or instrument
ia a safe state. The investigators use. the TDS clients on the SOPCs to reti ieve thein science and housckeeping packets and
route them either to display software on the SOPC or to theit own telemetry processing systems. They can monitor the
telemetry for instrument alarm limit violations in near real-time from their SOPCs. During the AT1.0 phase of the mission
there has been only aoat. o1 two minute lag between when the data arc available in the Spacect aft Assembly Facility (SAF)
and al the SOPCs.

Other elements within the Ground System petform engineering analysis on the spacect aft telemetr y. | )01, 1'1s and
HPOC pet lotm engineering analysis on the instrument and probe telemetry respectively. 1']s and HPOC pet form science
analysis on their science telemet ry. DOVinay perform some level of processing on facility instrument telemetiy before  that
telemetey is passed onto the team leaders.




Unlike engineering and housckeeping packets, the telemetry processing system understands nothing, of the internals
of science packets. Like the instrument internal corntnands, the science packets are simply transported by the Ground Systein.
Telemetry from the Huygens probe is treated similarly. The exception is that DOY knows how to process science packets for
the facility instr uments, DOI process the science telemetry before it is sent to the team leadeis.

Telemetry Spacecr aft eng. Instrument engy
reception analysis analysis
(DSN/RTO) (GS) (DOI, PI, HPOC)
Telemetry Telemetry Storage Facility inst.
unpacking ey (1<10) ! —p  processing
(RTO) he)
| I S N 1
Real-time Instrument sci. \( Instrument sci.
monitoring analysis analysis
(RTO) (P1, HPOC) (1)

Figure3 - Downlink processes

Ancillary files are used to configure the telemetry processing and display software on the SOPCs and to interpiet the
telemetry by aninvestigator’s own processing systemn. These ancillary files are retrieved using the same CDD software that is
used in the uplink process described in the previous section, The CDB is also the mechanism by which the investigators will
retun noscicnee data products to the Ground System for coliection and submission to the Planctary Data System.

4, GROUND SYSTHM T0 SOPC DATAFLOW

As discussed carlier, there are two basic types of data in the. Ground System. Iile data moves back and forthto the
CDB server. Telemetr y stream data are stored by the Ground Systent in the TDS server and retrieved by the vsers, The results
of’ the sequencing process are taken as command data and sent to the. spacecraft. It should be emphasized that the programs and
data flow pathsused onthe SOPCs are the same as those used on the. Cassini operations network.

4.1 File data

1igue 4 shows the relationship bet ween CIIB server and client and Ker bet os server and ¢l ient. The (2)1] uses
Kerberos to perform user authentication. The Kerberos system performs user authentication without sending passwords across
the netwotk inthe clear. The bold line shows the primary data flow.

The user must have a valid Kerberos ticket before the CDB server will transfer a file. All files stored in the CDB
server mustbe wiapped in Standar d 1 ‘ormat Dat aUnit (SFDU)Y headers. The headers contain cat slop, information aboutthe file,
Thete is a special toolkit that takes care of wrapping, and unwi apping files. The CIB server chiecks 10 mmake sure that the
headers ane in the correct form when the. file is submitied.
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Figure 4 - File dataflow

4.2. Uplink data

1 ‘igure 5 shows the flow of files among the different program sets in the uplink process. 1'tie steps i nthe process
ade:  an investigator's own instrument commanding system, Sequence Gener ator (SJ {QGHN), Sequence Translator
(SEQ. ‘I'I<AN), Command subsystem (CMD), the DSN and the spacecraft. The Sequence of Events Generator (SHG), High
Speed Simulator (11SS) and the Integration and Test Iab (IT1)) are branches of f the main dataflow. Although it is omitted
fiom this diagtam, all fites are exchanged through the CDB. The bold line shows the primary data flow,

Investigator s/w SHQGIN SEQGEN [ si6
(SOPC or SASIE (SOPC) orn) arL., SOPrC)
L elsewhere) ’L 1 > -

o

SEQ. TRAN CMD GCr
@arn) @arn) (prL)

]

HSS I, DSN Spaceciaft
arl) art) (California, (Saturn)
Spain, Australia)] >

Igare 5 - Uplink dataflow

Ground Events

Tot the instrutients, the. uplink process stat ts with investigator developed software and hardwate. That system cieates
the insttument intet nal sequence and packages it in an SASE. Investigators may create the SASE with atext editor if they
wish. S1 {QGEN on the SOPC checks the SASE for syntax crrors before submission to JP1.. SEQGEN at J)'], merges the
subsequences Trom all the instt uments and elenaents into an integrated sequence. SEQ_ T'RAN then produces the binary code
that is sent to the. spacecraft. CMD sends the binary code to DSN, which the.n radiates it to the spaceciaft. Thel1SSand 1'1°1,
take input from both S1 Q. TRAN and SHQGHN and validate the sequence. SHG t akes input about the spacecraft from




SHQGEHN and input about giound events and produces anintegi ated ] ist of both spaceciaft and ground e.vents and corntnands
for RTO and DSN. SHG is used to view these products.

4.3, Downlink data

Vigure 6 shows the ways in which telemetry is routed through the. Ground System and 10 the SOPC. This diagram
shows the dataflow starting at the spacect aft and ending at the invest igator’s own processing system. The steps in the process
am.: spacccraft, DSN, Ground Communication Facility (GCF), Tele metry Input System ('1'1S), Telemetry Delivery System
(1'DS), Telemetry Output Tool (TOT) and Data Monitor and Display (DMD). Beyond “I'(YJ  and 1 )M, the telemetry can be
sentto the investigator’s own processing system. The bold Jine shows the primary data flow.

The GCF takes data from the J )SN and separates it into its original transfer ft ames. The *1'1S breaks apartthe
spacecrali transfer frames into the subsystem and instrument packets. TIS performs the channelization of the housekeeping
and eng ineeting packets. 1 n channelized telemeti 'y packets, the channelvalues are labeled wit ththe channelidentificr. Channel
identifiers are a string of aletter followed by fournumbers (i.e., A- 1234). Unchannelized telemeti y contains no channel
identificrs. Science telemetry packets are never channelized. The packets from the Command Data System (CDS) and Attitude
Articulation and Control System (AACS) spacecrafl subsystems are broken down further into minipackets.
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Figure v £ podwniink datarfow

The packets and min ipackets, both channelized and unchannelized, fi o T1S are then loaded into the TS se1ver
From the TDSsetverthey can be queried in a variety of ways by ‘1°0'1’. TOT can then send the packets to any one of several
destinations including a file, DMD ot investigator processing systei,

1YMD requires channelized telemetry as its input. 1D can further pr ocess the channelized telemet s y to create
extended channelized telemetry. Fxtended channelized telemetry contains both data numbers (DN) to engincering units (EU)
and alatim limit flags. DMD can further process channelized telemetry to create detived channels by petforming calculations on
existing channcls.

5.COMPUTERS AN 1) NETWORKS

The computer hardware configuration used for the SOPC is one o 1 the standard ¢computer  configut ations used
throughoutthe Ground Systc.in. Inaddition, the SOPChas a Remote Communications Terminal (RCT)  that contains all the
networking, test and serial communications hardware.




SOPC hardware RCT hardware
111’735 CPU (80 Mb RAM) Cisco 4000 router

1 Gb internal disk Bit Error Rate Tester

2x2 Gb externaldisk CSU/DSUNASCOM line modem)
19” color monitor Uniterruptable Power supply
CH-ROM drive Auxiliary modem

gmmtape drive
4mm tape drive
600 dpilaser printer

TanIC 1.

The SOPCscontain AMMOS software supplicd by JP1L.. AMMOS requires some public domain software to operate..
The investigatot s may add other software that is part of their own processing system. This software may be public domain,
commercial o1 investigator developed. The following table summarizes what types of software can be placed (m which
machines.

Software type Supplier on SOPC |On investigator W/S
telemetry processing 1Pl required prohibited
file processing Pl requined prohibited
sequence JPL. 1equired prohibited
SequeliCe mvestigatol | optional optional
engincering telemetry display JPL, required prohibited
engineering telemetry display investigator  |optional optional
science data processing/analysis investigator  |optional optional
scicnce planning L required prohibited
science planning, investigator ~ [optional optional
long tetu data storage investigator  |optional optional
commercial thit@ party optional optional
public domain third partly optional optional
Table 2

0. SECURITY
The SOPCs are just one par t of the Cassini Ground System. They ale. covered by the same security requirements as
the rest of the Ground System computers. The security requirements for the SOPCs arc to provide user and system level
authentication, privacy, integrity and continuous service.

The SOPCs present a unique sccurity problem fotthe project. They have to support a wide variety of functions
including simultancous development and mission operations. They ae located 1remotely from JPL, although the Ground
System still has responsibility for maintaining sccurity. Tiey must communicate with the Cassini operationsnetworkat )py
as Well as inveslig ator processing systems at the distributed operations sites. The Cassin i operations netwoik is protected by a
furewall, bat the SOPCs donot necessarily have such protection,

The most important operational control is limiting who has access to the machines. Each SOPC must be keptin a
locked room. livery user account must be approved by the Ground Systemy. System logs are regularly monitored and any
unusual activity investigated. Connection s from the SOPCs to the servers on the Cassini operations network are also logged.

The Groun d System must protect not only the SOPCs, but also the Cassini operations networ k. Only the SOPCs
are allowed to conncetthrough the firewall to the servers on the operations network. Inturn, only a short list of investigator
machinesare allowed to connect to tbc SOPCs. A's already mentioned, the CDB uses Kerberos on the Cassini Operations
network to provide authentication. Al passwords must be protected from compromise by both operational procedures and
technical means.




Apart from disconnecting the SOPCs entircly from the outside world, there 1S no single satisfactory secur ity
solution. We have adopted a mixed, multi-layered approach. A serious enough security violation from onc of the SOPCs will
resultin that SOIT being disconnected from JPL until the problem is investigated and resolved. The SOPCs, like the rest of
the operational computers are part of the Ground System 1isk management plan,

7. DESIGN TRADIOEES AND CONTINUOUS IMPROVEMENT POSSIBILITIES

This section will examine some of the design tradeoffs that were made when designing the current system
architectur ¢. Sorne of these tradeoffs were governed by decisions made in the Grounid System desig n before the details of the
SOPC design were determined. Some of the capacities and capabilitics of the system were based on the Mars Obser ver
expet ience with SOPCs,

During ATI (), the current phase that runs approximately from January 1996 through launch in October 1997, there
is a high level of SOPC activity. A lot of data are gencrated during spacecraft and instrument testing . After launch, the level
of science activity in the Ground Systemn falls off. There is a burst of science operations acti vity during the insti ument
checkout ac launch plus fourteen months. Apar L from that, the majority of intesplanetar y cruise is simply periodic instrument
maintenance, once every three months. At Saturn OrbitInsertion (SO1) minus two years, 2002, scicnce data collection begins
and the level of instrumentand SOPC activity increases dramatically.

The computing hardware for the SOPCs was purchased in 1994, All the computers in the Ground System, including
the SOL'( s, will be upgraded twice before the end of the mission. The upgr ades will take place in 2000 and 2005. The
upgr ade dates fal i shortly befor e the beginning of science data collection in 2002 and shorn y after SOl i n 2004. The decision
to use HP computers was made when an independentsoutce evaluation board reevaluated JPLs purchasing contractin light of
competitive bidding rules. Atthe time the SOPCs were purchased, they were top of the line 1]}’ 735s. Whew the time for
upgrading the machines comes, wc may consider purchasing two lower end (by 2000 standards) machines instcad of a single
high end machine. This wit1 ai110ow separate operations and development environments and/or a tedundant system o
operations.

The Ground Syste in has chosen to use dedicated NASCOM serial data 1 ines to send data between the SOPCs and
J'].. Thewrangement was made bet ween Code O and Code S a NASA 1 1Q atno direct cost to the project. The NASCOM
lines provide privacy, site authentication, guaranteed bandwidth and accountability for maintenance. The disadvantage is that
dedicated lines are expensive. This configur ation was instal led in late 1995 and early 1996 and wii i last at least through
launch. After Taunch, one option would be to use. the Internet. An Internet solution would still have to meet the assured
bandwidth, maintenance and security requirernents. Another option would be to use a dial up connection. An Integrated
Set vices Digital Network (1 SIDN) dial up  connection running Asynchionous Transfer Mode (ATM) protocol would provide
both data and voice on the same tine. The bandwidth of the line is expandable. That would allow the instruments that gencrate
greater volumes of telemetry to have higher data rate connections to J¥1., It would also allow multiple voice lines to eachsite
ratherthan a single voiceline if we found the need ever arose.

The AMMOS software on the SOPC can be used in three broad configurations, The choice IS upto e investigator
which mode is used. The choice is gover ned inJar ge part by what investigator developed software the investigator chooses to
install on the SOPC. The first anti simplestmode is touse the SOPC simply as a way to send telemetry to the investigator's
processing system and exchange files via the CDB. in this mode, the SOPC is simply a communications tmechanism. The
next option takes advantage of the JPL. supplied display and processing software. Since this software is the same that iS used
in the. rest of the Giound System, there is a great advantage to having the same displays available in both places. Ground
systein engineers and science operations personnel can view  and work with the same displays remotely. Finally, the SOPC
canbeused as a platfor mto run the investigator’s own processing softwar €. Typical i y, that software has been developed on
anothet platform. Some instruments may i efer to use the SOPC for that pur pose for convenience or processing power. The
goal IS to make the configuration management and security systems flexible enough to accommodate a wide range of end user
system designs,




& CONCI ,USIONS

The SOPC is not an isolated system. For both hardware and software, the SOPCmust be  consistent with the rest of
the. Ground System. laaddit ion, the SOPC is const rained by physical distance, time zong difference and a 1 imited band widih
linkto JJ'],. At the same time that the SOPC has these. limitations, it must be more flexible than other machines in the
Ground System. It performs both uplink and downlink roles and must be capable of pet forming investigator speci fic funct ions
including scientific analysis.

The SOPCs provide the basis for dist ibuted operat ions. The Cassini mission lasts over ten years and the
invest igators are scat lered across Six states, two foreig j countries and six time mats. The SOPCs empower investigators to
operate their instruments directly, reducing the ncedto have 1epresentative at JP1. and for travel to JP1.. The SOPCs  have
performed well during AT1.0. The SOPCs have given the investigators timely access to theit telemetry. The SOPCs also
support the. concept that the investigators should be given mor ¢. conti 01 and 1 esponsibil it y for the oper a ion of their
instrument. The SOPCs, in combination with teleconferencing, make the interaction between investigators and Ground
Systewn personnelless dependent on location.
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