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]’athfindcr  is the first in a series of Mars exploration projects that arc
fundamental elements of the 1 ~iscovcry I’mgram missions funded by the
National Aeronautics and Space Aclrninistration (NASA). These pmjccts
differ significantly from recent ones in that the development Ii fe cycles are
limited to three years and arc cost capped at $150 million (in I’iscal Year 1992
dollars). Pathfinder’s ~>.rill~ary=  objectives are to demonstrate a low cost
lander delivery system to the Martian surface, and to deploy and operate
four science instruments and experiments, incl Llding a Micrcmver.  1,aunch
is current 1 y scheduled for 021 ~eccndmr  1996 and arrival on 04 July 1997.

To validate proper spacecraft function and performance prio]  to actual
launch and in-flight operations, the spacecraft must be subjected to a battery
of tests at the assembly, subsystem, and system levels. Chw facility where
mLICh of this testing is performed is the Flight System Testbect for l’athfinctm
(l;ST/I’). I’hc 1$1’/1’ i s  con~~r&~  of fiigld ‘hardware i&t slatioJ;s,  flight. ,-...=- .. . . . . . . . . .
software test stations, and” a main integration and test station. It is here that
~~~;r~x’imately 80% of all spacecraft electrical interfaces wcm vmified and
857. of the defined functional tests to date have been dry-run prim’ to formal
system level integration and test.

Considerable effort was undertaken to mwvide the necessary environment
for validation of the l’athfinder Attitude’Clmtrol System (AC:) at each level.-. —.. . . . . . . . . . . “—— ..- . . .
Ground support eq;fil;ii~&;~””’”hard-ware  controllers and load simulators
provide the-]~\echani_sn&  for verifying proper operations of the flight sensors
and actuator (thruster) driver interface unit. Verifying function and
performance of spacecraft attitude determination and control algo~ithlns and
flight software code is performed throu@ the use of ground support
equipment real-time soft ware dynamics algorithms and hard ware mod CIS.
Integration of all these components in the FS1’/J’ and execution of numerous
defined test cases provide for complete validation of this subset of essential
spacecraft capabilities required for a successful forma] system ]cve]
integration and test program, and eventually, a safe arrival at Mars.

Although performance testing still lies ahead, the 1%’1’/1’ has already proved
to be a major benefit in the development and validation of a significant
number of spacecraft functionality, sLIch as the AC%. Early interface
verification and functional test execution help to insure that formal systcm
level integration and test milestones are met on time and within budget,
tlmefore,  making the Pathfinder experience a positive one.
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INTI{ODLJCTION

l’athfincler is the first in a series of Mars exploration projects that arc fundamental
clemcmts of the Discovery l’mgram missions funded by the National Aeronautics and Space
Administration (NASA). l’hcsc  projecls  differ significantly from rcccnt  ones in that the
dcwclopmcnt life cycles are limited to three years and are cost capped at $150 million (in l~iscal
Year 1992 dollars). Pathfinder’s primary objectives arc to ckmonstrate  a low cost lander delivery
system to the Martian surface, and to deploy and operate four science instruments and
experiments, including a Micro-over.

‘1’hc l’athfinder  Mission

1,aunch of the Pathfinder spacecraft is currently scheduled for 02 lkccmber 1996.
lnjcction  will result in an Earth-Mars type 1 (ballistic) transfer trajectory with a nominal transit
time of approximately seven months. Ikwr primarily statistical trajectory correction maneuvers
arc planned during cruise. Arrival is scheduled for 04 July 1997, at which time the Cruise Stage is
jettisoned from the remainder of the spacecraft. Following Mars atmospheric entry and ea~ly
descent, the parachute is deployed, During terminal descent, the 1 lest Shield is released, bridle
deployed, airbags inflated, and Backshe]l mounted rocket assist deceleration motors ignited prior
to surface impact. Following I,ander roll stop, the airbags arc deflated and retraclcd,  the side
petals opened, and the I,ander and Microrovcr  configured for operations. Key events then
include the return of critical entry, descent, and landing cnginccring  data; return of imaging,
meteorology, and spectroscopy science data; and operation of the Microrover to conduct scicncc
and technology experiments.

l’hc Pathfinder Spacecratl

The launch system selected for the l’athfinder  spacecraft is the two-stage McDcmnell
l~oug]as L>clta 117925 launch vehicle. l’he third, or upper stage, is a I’AM-IJ  (Payload Assist
Module) booster which will spin stabilize the spacecraft while providing the final velocity
required to place it on a trajectory to Mars. 1,ift-off will occur at I.,aunch Comp]ex 17A, Hastern
‘1’e~t Range, Cape Canaveral Air Station.

l~ackshcll Cruise Sta~c
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1 lcatshielcl

~:he llatl~findcr  spacecraft is cm~]~~riscd of
five major components: Guise Stage, I}acksjicll,. . . . .
I lcat Shirld,  Lal~d&, “and Microrover. Figure 1
shows the spacecraft in the nominal cruise
configuration, with only the first three elements
being visible.

‘l”he (@ise Sta&e contains the necessary. .. . . _____
equipment essential for interplanetary flight,
providing for spacecraft p o w e r ,  a
telecommunications link with ground operators,
attitude determination functions, translational
maneuver capability, and precession and spin
rate control. ~’he top portion of the Cruise Stage
is almost entirely covered with Gallium Arsenicle
solar cells, allowing solar energy to be harnessed

Figure 1 ]’athfindcr Spacecraft in the and provide power to the spacecraft subsystems.
Nominal Cruise Configuration “I’elcco]l)I~]tll)  icatiol~s link is provided via an X-

banct medium gain antenna. Sensors used for
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attitude ctctcmninaticm are the dual redundant 13all
Star Scanner Assembly  and the Adco]c I)igital  Sun
Sensor Assembly. “i’hc latter is comprised of an
electronics unit and five sensor heads mounted in such
an orientation that 4n steractian coverage is nearly
achieved. The prc)pulsion subsystem is comprised of
four non-regulated (blow-clown) hyctra~,ine propellant
tanks  connec ted  to a total of eight 4.45N (1 lbf)
thrusters. ~’hcse thrusters arc arranged into two
c]ustcls,  and provide the mechanisms for pcrformin~
translation maneuvers, and precession and spin rate
Ccmt ml.

The Backshcll,  covered with a S1,A-561 Vk.. . ,-. *
ablative material, will help to protect the l,andcr from-.-. -.--, -– *
aerodynamic heating recirculation flow as it enters the
Martian atmosphere. Mounted onto the Backshcll is a
parachute canister and three solid-fuel rocket assist
deceleration motors. ‘l%ere is also a low G a i n
A n t e n n a  (1. GA) w h i c h  will b e  u s e d  f o r
tclecollllllllllicatiolls  during entry and early parachute
Cimccnt

I’hc ~cat Shield, also covered wit}~ the same
S1 ,A-561V abl~ti~~-~~terial, will provide the primary
Lander protection under direct, extreme aerodynamic
heating resulting from atmospheric entry.

An exploded view of the Pathfinder spacecraft
is shown in Figure 2, exposing the I,ander component.
‘1’he purpose of the I ,ancicr com}mnent is to provide
support to the Microrover and three  s c i e n c e
instruments during Martian surface operations. A
simple tetrahedron design has been incorporated to
limit the possible landing orientations. Airbags,
mounted to each of the petals, will be LISed to
minimize landing shock. Actuators will be used to
retract the airbags once the 1,ancier has rolled to a
complctc  stop. The L,ander can right itself on the base
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l’athfinder Spacecraft

m
1’. – ” .  .,-

.—

- 1 ?-I
J’ Kfi/ ’

,,

;ta,ge

\
0

Icll

Ic’r

.7’)

pcta_l if it happens to land on a~~y of the three side petals by driving additional actuators
connected to these petals. Once open, Gallium Arsenide solar CCIIIS rnountcd on the inside of each
petal will provide spacecraft power for surface operations. All thermally sensitive electronics
will be enclosed in an insulated Integrated Support Assembly (ISA) located within the
tetrahedron. I’his enclosure will provide a controlled environment to n~inin~iT,e the effects of
extreme temperature variations cm the Martian surface. I’he lander 1 Iigh Gain Antenna (} IGA),
I,GA, and the imaging camera will be mounted cm top of the ISA. l’hc  Microrover will be
mounted to one of the three side pcta]s. An illustration of the 1,ancter with all three side petals
open is shown in Figure 3.

The Microrovcr  I+igllt .Exyeriment (M1;EX) is a NASA sponsored experiment of which-.. .—.—.. ---
the pritnary objective is to dcterl~~”il~6”~  ~lto1~o]~~oLls mobile vehicle performance in the poorly
understood Martian terrain. “1’he Microrover is a six-whce] rocker bogie design vehicle.
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aciuatcd and geared to p r o v i d e  ihc
performance necessary to operate in soft sand.
‘1’he front and rear wheels are indcpcnclcnt]y
stccrab]e,  providing the capability to turn in
p]ace, Maximum vehicle speed k ().4 meters
per minute. Similar to the cruise Stage and
lander, power for the Microrover wi l l
nominally be supplied by Gallium Arsenide
so]ar CC’l]S mounted on top of the vehic]e, All
thermally sensitive electronics arc contained in
an insu]ated  Warm Electronics I\ox (Wl{l\).
C’ontrol is provided by an 80C85 computer
which p e r f o r m s  1/0 oj>crations to
apprwxinlately seventy sensor chanlwls and
services cm-board devices sLIch as the cameras,
modem, motors, and experiments. AI’X MI:l{X

l“lw three I’athfincier spacecraft science
instruments consists of the lmager fol M?rs
J?iU!lQI~@$r  [lMI’), the Atll~o~~ll{cr~-strllct urc
instrument l-”-~eteoro~b~y Package, and tl’w I;i,gure 3 1,ancier with Side l’etals Opcm
~lpha~I%citcm X-iii y S@3 rbmitcr.  ““l ‘lw.ln~~~cr.
J?r Mi~~~>tldlnder” is a cblor  stereoscopic imaging system with both azimuth and elevation
control. The CX2D camera system itself is mounted on top of a c]c’ployable 1.0 meter mast. ‘1’he
~,~~~.~sl~l~~[i~..  stg!~l:l~e  I~~slrunlcnt / Me~eorol_o~y  I’ackagc will allow for reconstruction of
acceleration, atmospheric dcnslty, tcvnpmature, and pressure ~>rofiles  during entry and descent.
‘temperature and pressure transducers which will provide some of this data will also be used to
measure variations for post-landed conditions. Final I y, the -Al@~a_-l~rot_ol~  X-ray Spect rom~tcr is
an elemental composition instrument which will be used to determine the chemistry of surface
lnaterials.

ATTITUDE AND INFORMATION MANAGTM17N~” SUBSYSTEM

l’he Attitude and lnfonnaticm  ManageImmt (AIM) subsystem represents an integration c)f- .–. ,... . .. . . . . . . . . . . . . . . . . . . . . . . . . . .. --.,. ..--.. -.
traditionally separate attitude determination and control and command and data handling
functions onto a single processor platform, and within a single subsystem. For the Jet Propulsion
1,aboratory (JI’1 ,), this represents a significant depart urc from past in-house planetary projects,
and exemplifies the institution’s commitment to building s]nallcr  and more cost-effective
spacecraft on shorter development life cycles. The AIM provides for three-axis inertia] attitude
determination and control of the spacecraft following separation from the Delta 11/1’AM-1 )
launch system through the Mars entry turn; determines the peak deceleration level during entry,
descent, and landing; determines the “tilt” of tlw l.andcr shelf with respect to the local gravity
vector following landing; and allows for I I(;A articulation control during surface operations. in
addition, the AIM receives demodulated inputs signals from and outputs encoded data transfer
frames to the telecommunications subsysteni, performs on-board computations, executed both
real-time and stored sequence commanding, p~ovides precision clock information, and maintains
the remote interface with the Microrover. “1’he AIM components and interfaces are illustrated ill
}:igure 4.

4



Subsys[em  Ilcscripiion

All control functions arc provided through the ~~rj..~~!hfilltl$.r lilighf colllp~lk’r (M I ‘C’),
a sing]e on-board 32-bit I{ A1)6000 SC (si@e chip) processor possessing 128 Mq@y~~s of
random acccxs n]cmory and operating cm a standard VMIibus. Nominal fligl~t softwaic
exccu{icrn is from this memory. Selc’ctat>lc coll~~>~lter s~>eeds ranScfrcm~2.5  to20M11z,. NmL-
volatilc  memory storage for the AIM flight software is provided by the I’RC)M (1’rocrammable
Read ChIl y Memory) board. Single bit error correction is provide’d by the I’I{OM, and in addition, “
the 1’ROM board actually ccmsists of electrically erasable 1’RC)M, allowing for required updates
durinfi in-flight operations.

lhe “up]ink”  board consists of the 1 lardware cc?I?~@ ,~\ccc@.  (I ~.cl?!,  ~rit~cal l~elay... T . ..-—-.  ..—
~ontrpHcr.  (Qic), and !Ju~,~ontrollcr  (l~c) fll]~cti~l~s. l’he I IC’1) is the uplink data entry poil{t-{o
the AIM from the telecol~~~~~~ll~icafio]~s  subsystim. ‘t’he CRC portion can be fur [her broken douw
to five sub-f unctions: inputs select logic, sequence start detector and polarity ambiguity resolver,
error detection and correction, command buffer memory, and critical command logic. l’hc 1~~
contrcds the modified 1553 bLIS (l~ol~-tral~sfor~l~cr  coupled for reduced power) to which the
Remote I{ngineering Units (l<EUS) are interfaced. l’he “downlink”  board consists of the l<eed-
So]omcm Ihwnlink (1K3 )1.) and l’iming LJnit (1 ‘U) functions. ‘J’he JW-Jjl, is the downlink data exit
point from the AIM to the teleco~l~~~~tll~icatiol~s  subsystem. It appends a 32-bit syl~cl~rol~izati{~l~
t>at tern to the front of the 88(J0-bit  transfer frame and a 1280-bit l<ecd-Solomon pattern 10 the e)~d
~)f the transfer frame. l’he I’LJ provides basic timing functions for the AIM.

I ,ancfer

j“-”?{ }1(31
[ :+:,.] [!l~A,?!:}--””[!,~;i!.
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Figure 4 Block IJiagrarn  - Attitude and information Management Subsystem

l’he AIM I’owcr Ckmvcrter LJnit (AI’CIJ) accepts input from the 28VI X2 power bus and
provides conditioned power for all assemblies on the VM1ibLIS  (-t 5v) and provides additional
~oltage levels fm the M-FC (+ 3.3v), the I ICI) (-I 12v),  and the VMI{bm (+ 3v). The l,ancter I’CLJ
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(I .l’C~J) acccp[s input frmn the 28VI JC power bus and provides conditioned fmwcr for all nom
VM1ibLls assemblies in the I,ander  Module: IRI{U (-I 5v, f 12v), I,IF (-I 5v, f 12v), and the
Accelerometer (+ 5v, i15v).  I;inally, the Cruise Stage 1’CLJ (CI’HJ)  accepts input from the 28VI)C
power bLIS and provides conditioned power for a]] asscmb]ies in tlw Cruise StaSe Modu]c: CRJ;LJ
(+ 5v, i] 2v), C%]}’ (+ 5v, 2 12v), and the Propulsion I )rive Iilcctrcmics (+ 5v, i 12v).

1’lw I~~~~Q~  ~I~~~yr~ Switching ln,terfacc (1’1’S11;)  board accepts commands from the MIC
and provides the relay drive signals to the powc~. ‘d-is”trib Llticm Lmit, shLlnt regulator, and pyro
switching Llnit of the 1’1’S sL]bsystcnl. Power cJistritJLltion is inhibited via a tri}>le relay to the main
batiery. l’yro switching is inhibited via a double series relay. ‘1’hc first latching relay allows for
the systcm to bc armed, and it can cm]y be armed from the ground. ‘1’hc second latching relay
allows for the system to bc enabled, and it can only be enabled following spacecraft separation
from the I’AM-I) booster. ‘f’his configuration prcwents inadvertent single-fault indLlced pym
events frmn occurring dllring laLlnch pad operations.

‘1’hc Remote ~~-@J~~~ri~~~ UgitS (I\l;LJs) accept tcn~pcratLlre data, analog signals, and~ . . . .
digital data from various locations on the spacecraft. ‘1’hc RI;LJs digitize temperature and analog
data and provides this information on request via the modified 1553 bLIs. All digital inpLlt and
oLltput Siglla]S pass throLlgh the appropriate interface unit [] ,ancicr ]nterface I.Jnit (l,]];) or cruise
Stage ]ntcrface  LJnit (C%]];)],  and discrete St.3[LlS  signals from the } lcat  Shield will be passed
directly to the RTIU.

1 ‘he&all 1 U$S(ll~.qr~ial  IJppcr.s-tage)  (3-203 Star Scanner AsseI~~bly (SSA) (Llsed before on
the Magcllan spacecraft and I US booster mc”kets] is the soLlrce for acqLlisit ion of spacecraft stellar
reference. Modifications to the Llnit have been made to accommodate the higher Pathfinder
spacecraft spin rate of 1.9 rpm. “1’he “V” slit type scanner will detect star pLIlscs and provide
magnitude and spacecraft relative elevation information. ‘Ihe data will then bc compared to an
on-board fLl]l-sky star catalog. l~rom this and data obtained from tlw Sun Scnscu, three-axis
spacecraft attitude detcrminaticm can be performed. ~’he Star Scanner electronics is the only AIM
compcmcnt that is dual string red Llndant  (channels A and I\). I’he Adcole 27530 l}igital  SLln
Sensor (DSA) previoLlsly  flown cm the Mars C)bserver  spacecraft is the SLIn scnsm  of choice for
the Mars Pathfinder spacecraft. “1’he design of the I HA has been modified to accommodate the
expected power bLls vo]tage variation (27 - 36VDC).  Recall that the DSA is comprised of five
detector heads and a single electronics L]nit, ‘1’he five heads will allow for fLl]]-sky  coverage,
except for a 20 degree fLlll cone obscuration due to the I Ieat Shield and Back Shell.

The I&pglsion IJr~v~ Electronics (1’l~E) provides control and drive fLlnctions for the
propulsion subsystem devices. Commands fron~ the MIC pass through the CSIF and CJUNJ to
the 1’1 JH control unit (1’I~E/C)  and the driver interface (1’1111/1~) to drive the thrusters, drive the
isolation latch valves, drive the catalyst bed heaters, and collect latch valve stat Lw. The general
design was derived from the Cassini spacecraft’s Valve I)rive Electronics (V1 IE).

A dLlal-axis actLlator package (gimbal) provides for elevation and ai’inlLlth control of the
1 lC;A. ~“hcy also represent the only articulating component of the AIM. A position loop for each
ctcgree of rotational freedom is provided throLlgh readout of the motor commutation signal and
calcLl]ation of the on/off dLlration. A f)ointing accuracy of 0,2 degree pcr axis is required. ~’he
maximum slew rate for each axis is 0.3 ctegree/seccn~d.

‘J’he Akcgelerometcr (ACCEI,) actually consists of two three-axis sensor packages and a set
of electronics. The first sellscir-package will be LIsc’d by AIM dLlring entry, descent, and landing
to detect the peak deceleration level and to determine the “tilt” of the lander shelf ctLlring SLIrfaCC>
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operations. ‘1’hc nominal operating ran~c for this packa~e is O -40 g. ‘1’he second sensor package
will be used by Science to measure the atmospheric density profile and viability. “1’he nominal
operating range for this packa~c is (1 -0.1 ~.’

$~neral  AIM ‘1’cst l’rogram .

‘1’he main objeclive of the AIM test program is to subject the SLlbSyStcIil to a battery of tests at the
assembly and subsystem lCVCIS prior to formal system level integration and test.

IJjg[l  t _ } ~g rdwfirc, IJLICI  to a considerable amount of Cassini  l’mjecl  design inheritance, t]le
~weadboard dcvclopmcnt  stage was bypassed altogether for many c)f the AIL4 electronics boards
sLIch that initial fabrication and assembly was performed at the cn~ineering model level. OJ~ce
design valiclat ion was complete, fabrica t ion and assembly of the actual flight units, and some
flight spare units, was aLlthorimd to commence. ‘1’o verify functicnlality, test specifications and
associated test soflwarc  were developed for each board and later utilized as part of the approved
validation procedure, Additional testing, such as voltage margin, temperature mar~in, and
vibration, wou]d obvious]y be required. 1 ]OWeVer,  fOr efficiency these teSts wou]d not be
performed at the assembly level, but rather sLlbsystcn~ level integration and test.

( ““’-
Jl&ht Soj17imrc. An incremental development approach was followed sL]ch that preliminary- . . . . . .
versions of flight software would be generated and tested before the act Llal flight version was
officially delivered. For each version, individLla] objects or modules would be first bc unit tested.
Following a successful round of testing, these objects would then be integrated and then tested in
this configuration. once the flight software met all success criteria at this level, it was made
available for subsystem integration and test.

Slkysh?)n  Mqtafiml fltd  Test. Chcc an electronic board or set of boards had been fLmcticmally
;;fi’da”~;~;-:i~--w-a~s-f~i-ide  ‘a;ailablc  for electrical integration and test. These set of tests were
designed to ensure proper electrical connectivity between boards. Following successful electrical
integration, flight software was then combined with the flight hardware. l’his extensive set of
tests validated the functionality of the subsystem. At this point, environmental testing could be
schc’ctu]ed. ‘J’hc engineering model of the AIM subsystem was subjected to sine and random
vibration loads to simulate launch, atmospheric entry, and landing conditions. It was also
subjected to voltage and temperature margin tests using adjustable laboratory power supplies
and a thermal chamber. Finally, elcctro-mechanical compatibility tests were ccmducted 10 ensure
that actLlal conducted emissions and susceptibility characteristics were within defined
specifications. The flight model of the AIM subsystem was also subjected to functional, voltage
margin, and ten~pcraturc margin tests. Elcctro-mechanical compatibility testing for radiated (as
opposed to conducted) emissions and susceptibility and sine and random vibration tests would
be deferred to formal system level integration and test for efficiency.

Fhtcrtml  A!M. ltI !grjace=. .Ver~icflJiqil. Rather than delaying the validation of all external AIM
;l~~e;~a;es, sLIch as the Radar Alt in~eter, Airbag Retraction Act uatms, Petal Actuators, etc... , until
formal systcm level integration and test, a decision was made to perform as many early electrical
and functional integrations as possible to mitigate schedule risk “downstream”. A major sLlbsQt
of these type of tests arc the End-to-End Information System (HIHS) demonstrations. Since project
start, a number  of den~onstrations  have bcwn performed. III each successive test the system,
consisting of the ground data system, ground support equipment, the AIM, and the Microrover
became more mature. Software simulations were replaced with engineering model hardware,
which in turn was replaced with actual fli~ht hardware and ground components that would be
used for in-flight operations.
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S!ysfc)~/ l?~fcgrf7fioi2  n?td 7’cst. A t  the System  level,  a supersct  of m e c h a n i c a l  a n d
clc’c(rical/fLIIlcLiollal activities must be performed in preparation for launch. The firsl phase of
formal systcm lcnwl inlcgraticm and test was validation of all electrical interfaces. I;ollowing
succcssfLll complcticmof  these tests, the IJandcr wassLll)jectect  toranctom vibration and centrifuge
tests to simulate the laLmch and landing environments, validating the workmanship of each fli@t
article. After the post-test inspection had identified no anomalous conditions, the flight syste~n
was then sLlbjectccf to a Suite of tests to confirm proper’ func’tiona]i~y. I;o]]owing  mechanica]
spacecraft ‘stacking’, the flight system woLIlcf bcsLlbjectcd toanothc’rro L]nd of fL]nctirmal testing,
Af{erwllich  til]letllc forlllal systelll ]evelcllvirolllllclltal  test ]>rogralll wotlldcollllllcl?  cc. “1’hesc
tests will inclLlcte acoustics, spin balance, .solar thermal vacu Llnl in both cruise and landed
configurations. Finally, a prc and post ship tcstwou]ct  be performed at the jet l’ropLllsicm
1,atmratory and then at the Kennedy Space Ccmter.

-Ilighl Sy$!cnl ~’cstbect for l’alhfincter

A number of different laboratory facilities have been utilized in sLlpport of AIM
SLlbSyStCVN VL?rificatiC)ll. l’hese have inclLlctcd the shared Cassini-Mars I’athfimler Pmjcct avionics
elect rcmics laboratory, the inertial sensors laboratory, and even the Spacecraft Assembly ~iacil i t y.
1 lowcwer, none has been more uti]imd to date than the Flight System l’estbed for Pathfinder
(l;S1’/l’). l’hc  facility itself is an ap}lroximately 1150 square foot laboratory located in close
proximity to most of the AIM sLlbsystcn~ development personnel. It is a certified class 100,000
ppm (parts pm million) clean room where both temperature and humidity levels are monitored.
Mechanisms are in p]acc to ensure propc’r SroLlnding  of pcrscmncl and cqLlipnlent and genera]
cleanliness of the facility. l’he facility itself is divided into four separate work areas: hardware
inspection and rework, flight hardware test stations, flight software test stations, and the main
integration and test station. A class 100 ppm lan~i~~ar  flow bench and micmscopc  arc available
for inspection and/or minor rework of electronic boards. individual flight hardware test stations
were constructed for standalone m assembly level test. A flight software station is available for
developers to integrate and test the software. Finally, the main integration and test slation  is
where each of the major AIM components is brought together. It is here that Al M sLlbsyst cm
integration and test and AIM external interface verification activities have and will continue to
take place.

Although this particular facility is managed by the Mars l’athfinder  l’reject, the J1’L
instit L~ticn~’s FS1 organization was instrumental in it’s development. ~]cctrica] ground sLlpport
cqLlipn~ent  hardware, engineering, and technician sLlpport services were provided. in addition,
the multi-mission spacecraft dynamics simulation software and engineering suppor( for project
specific adaptation were also provided. “I”his assistance has bcncfitecl the Mars Pathfinder I’reject
in both cost and schedule.

I’ST/l’ I Highlights
. .

There is a long list of completed tasks performed in the FST/I’, tasks which assisted in
mitigating schedule risk during formal system level integration and test. Most notable arc the
electrical integration and fLmcticmal  verification of most external AIM interfaces and the “dry
run” of most system functional test proced L]rcs fcn System I; Lmctional l’est No. 1 and 2. Of the
ten other sLlbsysten~ with which the AIM interfaces, six were partially or completely validated in
the liS1’/I’. l’hese were:. .

● Mechanical Systems ● Atmospheric Structures ]IIStrLllllellt/MeteOrOIOg)~
● Entry, Descent, and l,anding ● 1,ander Mounted Micmrover  }{quipnmnt
● Radar Altimeter ● lmager for Mars l’athfinder
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3’lIKW ot}~ers were partially or completely silnulateci with electrical ground sLlpport equiprncv~t.
I’fmse were:

●  Tclccollltlltlllicatiolls
● I’ower and ]’ym Switching
●  l’mpulsicm

I’he only subsystem not integrated or at least simulated was the Acroshcl] (1 lest %icld and Back
Shell) l~~strlll~~cl~tatiol~  Package. A close look indicates that approximately 80% of the external
AIM interfaces were validated prior to formal system level integration and test.

System Functional l’est No. 1 and ? were comprised of actually nine separate test
procedures. Of these, eight were exercised, or dry run, in the FS1’/l’ prior to execution in as part
of the formal system level integration and test program. I’hese were:

● Microrover Interface Verification ● F a u l t  l’mtccticm
●  AIM/J’owcr  Clmtrol ● I IGA Actuator Clmtrol
● Ihltry, I ~escent,  and I ,ancting 1 ● 1 ,aunch and Cruise Sequences
● Attitude 1 )ek?rmination and Ccmlm] ● Ilntry, 1 ~cscent, and 1,anding11

The only test procedure not explicitly exercised in the l; S1’/l’  was the I)ata Flow test, since most
of the functionality had already been validated in early testing. With this as the only exception,
approximately 8570 d the test procedures were validated prior to System Integration and l’est.

ATTJTUDJ2  CONTJ{OI. ‘SYSTEM’

l’he Attitude Control %bsystem (ACS) for the purposes of this cliscL~ssicm pertain to
those spacecraft capabilities required for an I;arth-hlars  type 1 transfer (ballistic) trajectory only.
Attituctc and articLllation control functions rec]uircd for Mars atmospheric entry, descent, and
landing and eventually surface operations will not be addressed. The primary spacecraft
hard ware components are the DSA, SSA, 1’1 )1;, and I’hrusters. Specifics on each of these units
were discLlsscd in previous sections,

‘J’he primary flight software objects are the:
~ —-... .- .- ~ ..-._ .=_ . ..- -

● ACS Mode Commander ●  l’hruster ~; Llnction
● inertial Vector Propagation Function ● Attitude Estimator Function
● Sun Function ● Attitude Contro] Function
● Star Identification Function ● l)clta  V Controller Function
● Mass Properties Estimator Function

ASS Mode Commander

l’he ACS Mode Commander esselltially  manages the Attitude Control System by
determining which of the flight software objects are run during any given 125 ms 1<”1’1 (Keal ‘1’ime
lntmrupt)  time slice. A simplified diagram of the ACS Mode Commander is showil in I:igLlrc 5.
Within SUNINIT,  SLIn  Sensor data is used for spacecraft attitLlde determination with respect to
sunlinc. Open-loop thruster control is possible while in SUNINI-l>.  l;ollowin~  sL1cccssfLll
transition to SUNI,INH,  the spacecraft can then be commanded to a number of spin rate,
precession, and translational control activities that do not require stellar reference for proper
execution. Minimum reqLlirements call for the spacecraft to be able to execL]te all functions

9



}iar(h-Mars  type 1 transfer trajectory from within SIJN1.l N1~. 1 lowcwcr, the spacecraft can be
ccnnmanclccf to C3;1,1iS1’1 A1, for operational efficiency. Sun Sensor and Siar Scanner is usccl for

threw-axis spacecraft attitucte Ctetermination. Once a successful transition to CIL1 JM’I’l AI, is maclc,
the spacecraft can be ccmmancfed  through a full suite of spin rate, precession, and translatimlal
control aciivitics.

. . . . . . . . . . . . . . . . . . . . . --------
-- . . . . . . . ..SLINhlI1  . . . . . . . . . .

c Onlrol

. . . . . . . . . . . . . . . . . . . . . . . . . . . . .

. ..--. -- . . . . . ..SIINLIN . . . . . . . . . . . . . . . . . . . . . .
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Figure 5 Attitude Control systcm Mode Commander ~iagram

Inertial Vector l’ropagation  l;unction

. . . .

I . .

Inertial Vector Propagation provides to other flight software objects spacecraft-relative
inertial vectors for celestial targets of interest in the ]2000 coordinate frame. l’he algorithm
produces time-varying vectors that can be connected head-to-tail to create a tree configLlration
where the convention used in it’s constrLlction follows the natural architect Llre of the solar
system. ‘llereforc, at times it will be necessary to }Ierform a vector summation to produce a
desired rcsLlltant vector. Since spacecraft-relative motion of most celestial targets of interest
clL1ring Eartl~-Mars  crLlise can be mathematically expressed in first and second order terms, the
motion can be adequately approximated throLlgl~ propagation of conic sections. 1 ligher order
polynomial propagation is not necessary. l’he algorithm consists of ~ne f~regr~Lll~d and two
tJackgroLlnd  processes. Vector requests from other objects sLIcl~ as the Attitude Ilstimator and
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At[itudc Ccmtm]h?r functions are honor’ecf in the forr’gmund task and actLlal vector propagation is
pmcessrcl via two separate and distinct background tasks: the “tri])le evalLlation”  (initialization)
and “roLltine” processes.

Sun l;unc(ion

In SLlnline  lnitializ.ation (SIJNIN1’l$),-<the SLIn fLlnction is executed to produce the. . . . . . ..- . . . . .
following &i~~>uts: (1) calcLllatect sun vector in the spacecraft body coordinate frame, (;?)
ccm~pLlted  resictLlals  and gradients, and (3) coarsr  spin rate estimation. ]t ShC)Llld h IV3tC’d that
ccmputccl residuals and gradients require that an estimated attitLlcle quaternion first be produced
from the AttitLlde ]istimator  fLlncticm. ]n addition to these outpLlts, the SLln fU1lCtiOll a]so
provides for a qualitative analysis of the SLIn data. “Ibis spin rate qLlality index is a function of the
qLlantity  of ‘data good’ nwasurcvnrnts, in order fcw a spin rate estimation n~easLlrcn~ent  to he
considered ‘good’, the sun presence flag nlLlst be set and the ccmlpLlteCl cone angle nlLlst satisfy
the angLllar constraint defined by a flight software parameter residcmt in the SLU1 fLlnction. This
index is then Llsed by the ACS Mode Commander to enable the t ransi ticm to SUN1,1 NE Idle.

Star identification l:unction

A transition t:$I{I,lE1’IAI, idle can only be achieved through the sLlccessfLd completion
of the Star identification Algorithx~i. It is ctesignecl  to be a robLlst fLlnctiml which relics cm
advanced back-cmd filters rather than highly-sensitive frcmt-cmcl filters whenever possible. “1’his
provides more data to be processed that otherwise would have been discarded. I’o minimize lhCI
performance impacts caused by spurioLls pLllses resulting from noise or solar proton events, a
mini-batch techniqLlc is used to eliminate pLllsL’s that do not prCdUCL? pairs [recall that the Siar
scanner  is a ‘v-slit’ type unit that nominally prodLlces two events for a Single star]. The Star
ldmtificaticm Algorithm is divided into two operational modes: (1) AttitLlde lnitiali?.ation and (2)
star  Tracking. The first part of each mode operates identically in what is termed I’ulse Collect
and initial BLlffming, however, the second and final part of each mode are completely different.

Pulse Colkclim atd hifid Bujjje.ring. On each 1<1’1, the Star fLlncticnl returns the numtwr of pulses
fi&~~d ~llrir~~ “fi~e last 125m~time  slice and for each pulse produces a data record containing
the following information:

●  time (timetag) ● quat_ ext (estimated qLlatcm~icm)
● VisMag (visual n~agnitLlclc) ● varXY7. (Lmcertainty in qLlaternicm)
● channcl_lD (detector A or B) ●  de]ta@_accLl  (accLlnlLl]ated  delta ~)
● rate (three-axis spin rate)

I;ach data record n~Llst then be compared with the selected visLlal magnitude threshold valLle.
C)nly after successfully passing the criterion will the data record bc placed in the qLwue and
cwentLlally into the pulse buffer. A mini-batch technique is then used to form valid pLllse pairs
which successfully pass the time delta, magnitLlde, and channel criteria while eliminating
spurious pLllses. Valid pulse pairs are finally placed into an array for Llse in the second and final
part of either the Attitude Initialization or Star l’racking modes.

. Attitude lnitif?)izdion. I>ata records from the pLIlse pair array are placed into a pLllse pair frame,
the size of which corresponds to five spacecraft revolLltions (defaLdt value). ~’he data recc)rds
contained within the pLllse pair frame contain the following information:

● two timetags ● two estimated qLlaternions
● two visual nlagnitLldc’s ● single channel
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]f the acquired franw flight sc)f[ware fla~ is set, the Sun vector in both the a[titucle knowlml~e
acquisition (initial ~cfcrcmce) and J2000 ccmrclinatc frames is clctcrmirwct via the inertial Vector
I’ropagaticm fLlnction and then made available to the Star identification funclioll. A copy of the
on-board slar catalogue is also made available to the Star lctcntification function and each star’s
angle from the Sun vector in the ]2000 coordinate frame is calc Lllatect. MagJ”LitLlcie and geometry
checks arc then performed against the data records in the pL]lscI pair frame. Stars which pass the
stated criteria are placed in a temporary candidates cataloguc, and then checked for alnbig Llity. If
a single star passes this final check, then a final quatcvnion is prod Llced. Multiple stars passing
the final check require that at least two qLlaternions  match to within a given error tolc’rancc bcfmc
a final qLlatericm is produced.

~!~r ? ‘rncki}~g Mode. Before any processing is performed a t imc check is performed to ensure 11 Iat
the data contain;ci  in the pulse pair array is not too old (a user defined parameter). If so, S1.ar
‘] ’racking is rc-initia]imd at I’LIISCI Collection and hlitial l}uffcring. Data in the pu]sc’ pair array arc
then buffered for an~bigLlity checks. Again, a mini-batch technique, this time to eliminate pulses
that are used for more than cmc pair. A copy of the cm-board star catalogLtc is made available to
the Star ldentificaticm function, MagnitLlde  and geometry checks are performeci  against the
buffcrccl data records. For each pulse produced, a data record containing the following
information is proctLlced:

● titnc ● g r a d i e n t
● residual. uc ●  deltaQ. a c c u

A n~axin~Lln~ number of ten sLIch records is produced for each iteration of the Star ldcmtification
function, or per 1{1’1 under nominal operations, and provided to the AttitLldc Hstimator fLlncticm.

IVJass l’ropcrties  Estimator Function. . . - .

The propulsion system Lltiliz,cs foLlr hydra~,ine  l~~ol~o-]>rol>cllal~t  fLlel tanks containing
elastomeric modulation ctcviccs. It is a blow-down system with } lellium as the pressLlrant.  ‘1 he
Mass Properties Estimator fLlnction is based cm the ideal gas law as applied to the } Iellium
prcssurant.  Knowledge of the initial fL~cl fill conditions and rate of mass loss assL]n~ing an
isothermal (or constant ten~peratLlre)  process allows the diagonal elements of the inertia matrix
and center of mass to be determined during crLlise phase of the mission.

l“hrLlstcr  Func(ion.

Feed prcssL~re, cqLlal to the propellant tank pressure minus the pressure loss in the fl~cl
lines, is assumed to be equally applied to each of the eight thrusters. ‘1’hruster  Force and Specific
In~pLllsc are simply a function of this feed pressure. Mass flow rate data, which is simply the
ratio of the former to the latter, is provided to the Mass Properties Estimator fLmction. ThrLlster
force and moment about the spacecraft center of mass are then inpLlt to the AttitLlctc Estimator
fLlnction.

Attituclc Estimator Function
.

7’lIc Attitude Estimator fLlnction uses a dynamic spacecraft state propagation model
driven by fecdforward  torqLlm from thrLlster commands and SLln Sensor and Star Scanl\er
measLmmw~lts to perform the following calculations:

● Spacecraft State Vector ●  AngLl]ar  MomcmtLlnl  vector
● lnc’rtia Matrix: off-diagonal con)ponents
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A functions] block diagram is shown in liigLlre 6. l’hc primary
s~ate propagation model, prefiltel, and llxtendwt Kaln~an  l:ilter.

elements consists of the dynamic

and rate information is provided
to the Attitude Iistimator  function via the SuI~ and/or Star Identification function. “1’hrus[er
commands are translated to applied force and moment about the spacecraft center of mass.
f;ascd cm simulation results, it has been determined that a 3rcf order apf>roximation of the
attitude quaternicm and a 2nd order approximation of the attitude rate performed every R’I’I yield
sufficiently accLlrate resLllts.

——...

[.
]nitial  Attitude ad IQtc

‘“””)””--  “----

Q-”Mass  Pmpl:s!  hu1lCtiO1l
- -  J“ “--
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l;igure 6
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AttitLldc l’ktimator F’uncticm l~lock ])iagram
. .

filter is to combine SL]n Sensor and Star Scanner measurements
k~hin; given’tim’c interval into a single three-axis attitLlclc pseudo nmasLlrenmnt vector with it’s
associated Llncertainty.

L’xkwded Ka2tIIntJ  Filler. IS composed of two roLlt ines, Error Covariancc  Matrix I’ropagaticm and
Nfiasurcmcnt  Upctatc”l~ilter. ‘1’he Error Covariancc  Matrix can be propagated through a first
order approximation as long as the time interval is small. l’hc MeasL1ren~cmt ~Jpdate Filter
generates the best estimate of the error state vector and the Hrror Covariance Matrix based on the
Prefi]ter  information and the propagated Jirror Covariancc Matrix.

I>clta V Controller Function
. .

I’rans]ational  spacecraft motion can be impartccf in one or a combination of both
maneuver methods: axial delta v and lateral delta v.

Axial Delta V Mmcliver.  An axial delta v n~aneLwer can be commanded in either the positive or
negative spacecraft Z-axis direction through definition of the appropriate command argLmwnt.
Once the correct thrLlsters have been autonomously selected for a given n~ancLlvcr  the algorithm
simply commands these thrLwters on ccmtinLlously for the specified time duration. Spin rate
control is active cl uring the burn, however, precession cent rol is not. Thruster misalignment,
thrust variation, timing, and mass property uncertainties may produce an excLlrsion ctLlril~g the
bLlrn. An error bLldgc’t exists to accoLlnt for these uncertainties sLIch that the maneuver execution
error can be boundcci. l’he simplicity of this algorithm allows for execution in both the
CIH ,IIS1’IAI, and SUN I ,INI{ major modes once the spacecraft attitude is initialized.
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l,otcrol  lk’lfo V Ma11cit7wr. [Jnlikc  the other maneuver method, a lateral deIta v maneuver is
constrained to be executed from thr C1~l lS1’IAI, major mode only, since three-axis spacecraft
attitude must be known n priori. A specified delta V vector in the ]2000 coordinate ftamr
determines the ‘clock’ angle orientations for the ccmter of eacl~ thruster burn arc (thrustcl
actuations arc such that two pairs arc fired cm-half a rcvoluticm fmn one anOthcr).  A specified
time duratim  is also used here, however, the total cm time must be dccomposecf to the maxinlunl
allowable burn arc autcmonloLlsly calcLllatcxt. Spin rate or precession control is not active ciLlrinS
the burn. Again thrLwter misalignment, thrLlst variation, timing, and mass property uncertainties
may prodLlce an at~itudc excursion dLlring the burn. An error budget exists to account for these
uncertainties sLIch that the maneuver execut icm error can be bOunctcId.2

I%T/J’ TEST I’LAN. . .

l:unctional  Verification
---

~’he first stage  of d e v e l o p m e n t
invo]vc’d crcatic)n of fundamc’nta] building

#flblocks. Kecall that both the l)SA and the =+ IIst,t s,[~,,,,tc,,,,,!~,,,,,,t. =->
SSA were standard procured items which L . . ..V
required only slight modifications to
accommodate the operational characteristics m ._~c-.—. =,n~t,~,~,c~ ll,~~t,(  Sdtw,  arc  =

of the l’athfinder  spacecraft. in contrast, the
1’1 ~li was a custom design derived from that

1[m “ m . ! . -of the Cassini YD~j. l’hese components were C-== — =---.  -,-.

[

1 nti.grated At ~itudr  Cont#  o! ‘System’ -

to be sLlbjectcd to stand-alone or assembly L . ..-..l-J L_... ~
level tests at facilities other than the l:S1”/l’. B

li]ight software devc]opment was planned to u—. ‘.-J “,.~c~(o~  rl,~l,l  I Iardwarc  ‘—–=-.

begin with individual algorithm L-—.V
development  b y  control  Systcm aJlalyStS.
IJreaking from ]1’L tradition, these individual m .>

C=J Jigl)t ] ],ardwarc  c’cM:lplCllti -

WOLlld ‘then L1ti]iZed- -~C” ]>rOgraJllll]illg,
langLlagc aLltocode gcncrati&l  tti assist  i n
considerably shorting the development life ~
cycle by el iminating the usually t ime- u
ccmsun~ing task of manual  t rans la t ion .  c

]ndividLla]  flight s o f t w a r e  o b j e c t s  woLlld ~)
then validated (unit tested) throLlgh the

L .Y
c

“J>Al I ISIM” GroIIp  of %f  t ware  h!mfcls

%pporl  [,quipmcnt  1 lard ware (’ont  rollers  and 1 md5 Sinlulatoc

Ucnch  lest I.qt,ipmmt  }Iardw!  arc

“1 )S} Jl:l.[  “ Group  of  Soft  ware Models

Intcgrald  Cruise  Splcccraft  I>ynamics  Simulation

“1’A1’1  lSIM”  group  of so f tware  n~ode]s, I:i~Llrc 8 I: Llncticmal Verification
~~ill~ in-i-facility other th;n the FST/I’. IJiagranl

The second stage involved separate
flight hardware and software integration and verification activities. It was here that the—- . . . . .
c’@abil;fi”&”bf  tKe FST/P-were  to be first utilized. l:light hardware chxh-ical integration would be
performed with electrical groL1nd sLlpport equipment that woLlld be used for both fLlnctional and
performance verification activities. ]J1 regards to flight software, individLlal objects woLl]d first be
integrated with one anot}vm and then code subjected to a higher fidelity, real-time spacecraft
dynamics sinlL1laticm. Similar to the electrical ground sLlpport equipment, this simulation will
continue to be utilized for fLlrther testing. Alt]lctLlg]l the processor for this simulation is llOt
act Llally located within the lW’/1’, recall that thr ]1’1, institLltion’s l:S1’ organi~.ation w a s
instrumental in dcvelopins  and adaptin~ this nlLllti-n~ission sim~llation for use on Mars
l’athfincler.
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The third $Lag~was  actual integration of both flight hardware and sof[ware components.*. .—- .—
‘1’0 facilitate validation of all required functions, the ground supporl  cqui}>mcnt used for
hardware electrical integraticm and validation and the lldwll  g~oup of software nlocicIls were
integrated into a single SyStf2111. l’his allows for “closed-loop” crLlisc spacecraft dynamics
simulation with which the ACS can bc verified. }:igL~re 8 provides a high-levc]  graphica]
summary of the test approached followccl for the fLlnctional  verification phase. It should bc
noted that the figLlre does not include a ‘feedback’ loop for rework and retest that is }]art of
almost all development life cycles. F’inal]y,  each of the modes was excrciscxl in a system-like
configuration as part of the formal syskvn level jntcgration  and test program. Althc)L@l
spacecraft power had been supplied by the acl L~al l’owcr  and ]’yro Switching (1’1’S) sLlbsystem,
the PropLllsion SinlLllator  still provided the indLlctivc and resistive loads to the 1’1}11  during this
test.

l’hc foLlrth and.fins] stag~ i.nvolvccl exercising select modes in a flight-like scenario WIWI c--..~.- .-
synchronl~,atlon  to spacecraft clock time and c’xec Lltion of activities via command sequence
machine were important aspects. I;ollowing the validation of the spacecraft operations in the
l;S1’/l’, the command scqLlcnces were cxccu ted as part of the formal systcm level intcgrat ion and
test program.

~1’erformance Verification

l’c)ssibly the most crLlcial sta~c is actL~al performance verification of each specific mdc

under nominal and anomalous ccmditjons. Previous tests hclpmt to answer the question of does
it work, while this stage of testing will help to determine how well it works. Iloth precision and
accuracy of each attit Llcie ctctermination  and control mode will bc verified to cnsLlre that
performance characteristics are within the clcfinccl specifications. l’cst resLllts will help to
cfcferminc important parameter valLws. ‘1’esting will take place jn the I?W/I’ with the engineering
mmicl and flight spare hardware, sjncc the actual flight units arc being used as part of the formal
system ICVC1  integration and test program.

“Ihe final stage of testjng will actually involve ~xcrcising the ACS as much as possible
prior to launch on the actLlal  flight units. %]ar  thermal vacL~Lln~, pre-ship test at JI’I-. and the post-
ship test at tl~c Kennedy Space Center arc some of the opportLlnities for performh~g  these tests.

FST/I’ GROUND SUI’I’OR’I’  EQUII’MIINT
r

As previously stated, essential fligl~t hardware components to be used for AC% validation
consists of the &).&AJ,._S$&,lQE  and the thrL1sters.-.-1 .,.... . . . . . . . . . . . . . . . . -., 2’o facilitate “closed-loop” dynamjcs
simulation testing these components woLI]d have to be interfaced to spccia] Iilcctrical  C;roLlnd
%pport ~;gL]ipnlcll!.(I{~S~j~.. . . . . .

Ground Support Equipment Ilardware

lhc I )SA clcctronjcs  box has a total of seven connectors. Five are obvioLlsly for the five
I)SA heads, one is for the CSIli, and the final one is designated as the test port. AlthoL@l  the
ideal sit L1ation  would have been to inclLlde all flight hardware as part of FST/I’  testing, a decision
was made to bypass the I )SA heads altogether and stimulate the I )SA electronics direct 1 y thro~lgh
the test port. ‘f’he advantages of which trans]atccl into both schcdulc and cost effectivcncss,  since
considerable Cassini design inheritance of the IKGSE was possible with this approach, ‘1’hc 1 KA
Cent roller is csscnt  i ally comprised of VMIibLls-compatible Col]lll~ercia]-Off-Tl~c-Sl~clf  (CO”i’S)
l~~~i.talt~fl:alog Converter (I) AC) cards,

. . . .. . . . . . . . . . . . . .— . . . . . . . . . .
CLIStOlll oLltput alnp]ificr cards, and a test pal;el.
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Automatic threshold adjust and gray code signals originating from ground support equipment
software }>ass tlIroLlgh the controller and arc fed into to the I )SA electronics test por[. Input data
are either be stand-alone files used for elcchical  integration and test or real-time files used for
closed-loop dynamics simulation.

Given no similar test port for the SSA, tlw only viable option for stin~ulation  was through
an 1 Xl) hood which mechanically interfaced to the SSA baffle. l’ulsing of the I.EI ) simulates star
events visible to the SSA optics. 3’lw SSA I Ioocl Controller consists of a C03’S I )AC card, custom
output isolation card, and a test panel. Signals originating from the groLmd support cqLlipment
soft ware pass through the controller directly to tlw 1,1{11. A&~in, input data arc either stand-alcme
files used for electrical integration and test or real-time files used for closed-loop dynamics
simulation.

It was undcrstcmct early ml that the propL1lsicm subsystem would not be available for usc
in the JH’/l’ due to scheduling incompatibility and the technical challenges it would present .
during actual operations. l“hercforc, the thrusters were bypassed altogether for the closed-loop
dynamics simulation. instead, 1’1)11 drive signals which woLlld otherwise be sent to the
propLl]sion  subsystem woL1]d be sent to the ek’ctrica]  groLlnd suppcmt cqLlipmcnt. ~ ‘o sinlLl]ate the’
actLlal propulsion subsystem loads of two latch valves, ci@~t thruster valves, and eight catalyst
bcd heaters, the I’ropulsicm Sin~Lllator  was designed, fabricatccl,  and assembled. Since the
Sencral  design of the Mars Pathfinder 1’1111 was derived from that of the C’assini VI )E (Valve
I>rive l;lectronics),  the general Mars ]’athfinder l’ropLllsion Simulator design was also derived
from the Cassini 1’ropLllsion SimLllator. It csscmtially consists of custom inductive and resistive
loads cards, cLlston~ interface and receiver cards, and a COTS change of state card. InclLlctive load
cards simulate the latch valve and thruster loads, while the resistive cards provide the catalyst
bed heater loads. The interface card provides the link between tile load cards and the recei~’cr
card and provides for either optical or relay isolation. The receiver card provides an interface to
the change of state card by converting differential signals to single-ended ‘1’”1’1, (1’ransistor
Transistor I ,ogic) signals.

~ Ground Support Equipment Software

Emulation of actL~a]  crLlise spacecraft dynamics was accomplished throLlgh utilization of
the L)A1<TS  She]] (Llshel]) multi-mission simulation environment made available by )1’1, FS1’
personnel. I’hc Dshel] integrates the LIARTS (Dynamics Al ,orithms for Real-Tinm Simulation)

“-+
.--. . . “.. . ..* . .= ,. ..

computational en~inc with a library of act Llator, sensor, an ll?O~6:~;:&~<~”:Al t]10Ll~~l  DAR1$%.-
capab]e of simulating tree-topology, flexible, nlLl]ti-body systems, it was determined that
sLlfficient accLlracy could be obtained through simple rigid multi-body modeling of the
Pathfinder spacecraft. Models Lwed in this specific application consisted of the those for the Sun
Sensor, Star Scanner, and ‘1’hrusters. The Ikhell  is capable of operating from a nLmlber  of
con~pLltational  platforms ranging from standalone workstations to embedded processors and
coLl]d be run in real-time and non-ma] time configLlrations. I’he I)shell would first be LISCCI for
integrated flight software verification, however, it would be indispensable ill the development of
the integrated crLlise spacecraft dynamics sinmlation described below.3

Intcgratccl  Cruise Spacecraft Dynamics Simulation
.

integration of the hardware controllers and load simulators witlt that of the I)she]l
computational en~ine and models created the proper environment for validation of the flight
hardware and software associated with the ACS. A high-level block diagran~ of the integrated
cruise spacecraft dynamics simulation is shown in l;igurc 9.
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‘1’o help facilitate understanding of this system, a simple walkthrough of a ccm~n~anded spacecraft
turn to a given inertial attitude is as follows: the appropriate command is processed by the Ml~C
and drive signals are sent through the I ICI), Cl<liU, and CSIF electronic bc)ards to the 1’1)11.  l’he
l’mpulsicm Simulatm  CCE card senses inductive load changes caused by the 1’IJ1; drive signals
and transfers this information to the l’hruster Hardware Model. The model converts simulated
thruster actuations to forcc!s and torques about the spacecraft center of mass. I’he I)AR-I’S
computational engine then determines the resultant spacecraft motion and transfers this
information to both the SLm Sensor and Star Scanner Ilarciwarc  Models. q’he SLln Sensor Mode]
converts this information to appropriate AI’A and GC signals tl~at are sent across the SLIn Sensor
Controller’s DAC and output amplifier cards directly into the I)SA electronics. “1’he Star Scanl~er
converts the information to star events parameters that are sent through the Star Scanner 1 Iood
Controller’s L)AC card and is used to command the L(IH) visible to the Star Scanner. All sensor
data is then sent back to the MIC for processing and Lwcd for spacecraft attitude determination.

FST/1’ TEST I{ ESUL3’S TO DATli

A concurrent engineering approach in the development of the closed-loop groLlncf
simulation and actLlal testing was necessary to facilitate the timely completion of the ACS
Junctional verification task. ‘J’Jw general sin~ulation infrastructure and fLmctionality  related to i.he
1 HA and I’DIZ interfaces, once deemed to be c~perational,  were first utilized for initial verification
of the modes categorized under SIJNINl”l’ and SUN LINli. Problems identified were related to a
broad spectrLlnl of classifications, citing groLlnd and flight components as culprits. some
examples follow:

IILlrinS one test session, flight telemetry and simulaticm mltpLlt data indicated that the
spacecraft spin rate had gradLlally al~d inexplicably increased from the nominal angL]lar  velocity
lrvel to that sufficient in causing anomalous flight software behavior. Analysis of the situation
exposed an error in the FS1’/P electrical grounding configLlration. A possible ground loop
condition had tmen created when the + 28V1X power supply of the spacecraft power bus
simu]ator was found to have been t iect to the defined spacecl aft chassis (earth) ground withoLlt
the required 10K Ohn~ resistance in series. Undesired transitory events in this “noisy”
configuration may have been perceived by the 1’ropLllsion SimLllator as rising and/or falling
edges of square wave thruster pulses emanating from the 1’111;. It was believed that dLlring this
test session the occLlrrence of a single transient event was perceived as a spin thruster open
command, misleading the I>shell into presuming that a continuoLls spin-up activity had been
requested, “1’his  electrical grounding configLlration problem has since been rectified. lIowever,  to
fLlrther increase the robLlstness of the sin~L~lation a change to the ‘1’hruster  Model was
incorporated. Rather than determining thrLlster open/closed dLlration based on the time of rising
and falling edges, an “area averaging” scheme is now being used to rninimiz.e the impacts of
transient events. Since incorporating both modifications, the problem has not returned.

l’h$critically  qf flight software timing, although always regarded as important, became
more evident as ACS testing commenced. A number of test sessions resLllted in suspended
operations of BC scheduling, ~C distribLlticm, and ACS main flight sc)ftware tasks dLle to
apparent cycle slips. ‘1’hesc unexpected occL1rrences reqLlired that the flight software be reset
before resumj>tion of test activities. ‘lo rectify the sitLlatkm a number of modifications were
implemented. improvements were made to the VxWorks opcrat ing system that allowed for
timing margin to significantly increase. ‘1’he ACS main task was made more robLwt for
synchronization to spacecraft clock timr by increasing the timing tolerance range initially and
then subseqL1ently redLlcing and managing to the defined specifications.
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Valid flight software command parameter ranges were ccmfirnwd for many activities,
however, some commands contained smaller limits then expected. Rapid rcsponsc  and
rL?sC)lLltiC)ll by f]ight sOf[warcQl~gill~crillg  llC’rsOnllc] llli Ilill)i ZCd tk! iIll~XLCtS  iO thC C) VI? I”al] tC’Stillg

Sc’hcdule.

Completion and integration of the SSA interface functionality to the closcId-loop ground
simulation allowed for the initial verification of the modes categorized under CIil,ES1’IAL.
Again, initial integration of this set of capabilities identified problems related to both ground and
fliglltcol~~~~of~eI~ts. Sol~~ecxal~~ples oftl~esefcJllow:

q’cst results over several test sessions indicated that channel B of the aclLlal SSA flight
unit was excessively “noisy”, .such that stellar rcfcrcncc  and three-axis attitude determination

could not be acccnnplished. 1 ~ctailcct analysis lcact to tllc conclusion that the electrical test
harness was not bui]t cOrreCl]y at the SSA interface in that a t13111>L?ratLlrQ sensor was expected
illtL?l’lla]  10 the SSA f2]edrOlliCS,  bLlt was llOt }31’CSL’Ilt  duC tC) a SLlbSCqLICIl[ ChENlgC i[l  LTquiremcnts.

3’hcrefore,  unterminated wires frmn the harIms may have coLIplccl  with the })rearll~llificatic)~l

circuitry and caused the anomalous condition. A]though  the prob]cm is now WC]] understood,

modifications to the test configuration were not required. I’estinc continues without incident in

the FS’I’/I’  with the flight spare version of the SSA, which has the expcctcd tcn~peratLlre sensor
installed. It should be noted that the actual flight harnc’ss cLlrrcntIy being used for formal system
level integration and test is built correctly and that the actual SSA flight unit exhibits nominal
noise levels for both channels in the flight configLlraticm.

in at least two test sessions, it had been noted that the flight software estimated
spacecraft qLlatcrlliOllS  ret Llrnect through the nominal spacecraft tclcrnetry Packets d iffcred frolll
that returned as part of a software “debug” telemetry packet and from that produced by the
closed-loop groLmct simulation. Analysis later confirmed that the double-precision to floating-
point data convcrsicms  were been performed incorrectly. lntermecliate terms with negative
values were defined as zeros, “1’his  has since been resolved.

Once testing of a]] ACS modes had concILIclecl, a dry-run of the actLlal procedure to bc
exercised as part of the formal system level integration and test was performed. A number ,of
liens had been identified as part of the dry-run, and several ~ninor problcm reports were actLlally
written as part of the formal test. IIowcver,  fcmna] system level intcgraticm and test activities
were complctccl in just over one-half of the allocated time and generally regarctcct as successfL1l.

As problem reports continued to be resolved, preparations began for exercising select
AC% modes in “flight-like” scenarios through complete synchronization to spacecraft clock time
and command sequence activity execution. Although additional problems were idcntifiect
during this phase of testing, the nutnbcr of those attributed to ground support equipment
hardware and/or software finally began to decrease. l“his was an important milestone, since
every effort was being made in the IiST/I’ to quickly resolve these problems and provide a high
fidelity environment where the validity of test results would not be compron~ised through these
types of errors. other problems identified inc]ude the fo]lowing:

Setting the spacecraft clock time to that required for a given comrnancl  scqLlence  to begin
execution causcci the suspended flight software task problcm to lnanifest itself again. ‘1’his time
floating-point exceptions triggered these unwanted events. Modifications were incorporated that
increased the robustness of the floating-point cxce}ltion  handling and set spacecraft clock
handling fLmctions. This problem has not re-occLlrrcct.
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A discrepancy in the s}>acecraft-relati~’e  position of the l;arth vector as calculated by tlw
flight software IV]’ fLlnclion and that made available in the closcci-loop groLIncl simulation for a
given spacecraft clock time }>rovicied an inctica~ion of a problem. Analysis showed that the flight
software was using an incorrect spacecraft base for the given spacecraft clock time. I)istinction
from llarth bascct, Sun based, and Mars based definitions are required to account for third boc{y
influences near Earth and Mars. in this case, a Sun based definition should have been used
instead of the Earth based. Mortifications were made to correct this situation.

A final dry-run of the actual command sequences to bc exercised as part of the formal
systmn  lcwc] integration and test was performed and completed without major ilicidcnt. Actual
execLltion of the formal test was also completed withoLlt incidcmt, assuring all those involved that
the ACS was functionally operational. Although performance verification awaits, the A(3
functional development

CONCLUS1ON

Given the task

and test program was deemed a resoLlnding  SLICCCSS!

of validating the Mars I’athfinder ACS prior to launch and in-flight
operations, a collaborative effort was Llndcrtakrm by project and ]1’L FS1’ personnel j]~+~eve]oping
a suitable environment @ funcl~~?]al  .ql]~..~?crforllla]lcc  verification. 1’0 help facilitate tliis. . . . . . . . . . . . . . . . . . . . . . ,. . . . . . . . . . . . . . . . . . .
endeavor, a closed-loop ground ~imulation consisting of” l~arfiware controllers and load
simulators, and real-time software--~~yj{ a;l;;=-a7~6ritli] lii"-a]~fi-i~~odels  was desi@ixl ai]d
71b”vF~:>_~d, ~Qr-~l:e:~ST~P. ~ Functional \’e;fi;X;7~6iF%”i<iLlcFFEkTul~ ilt;hlpl]shecl, >Ilotii n.g

. . . .. .. * . “.,

~;;~amental flight hardware and software problems to be identified and resolved prior to formal
system level integration and test. Preliminary test planning for extensive performance
verification has been completed and calls for the same closed-loop simulation to be utili~,cd for
testing under nominal and anomalous conditions. Expectations are such that any and all
outstanding flight hardware and software problems adversely affecting accuracy and/or
precision of commanclwl activities will be identified and resolved prior to formal system level
integration and test.
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