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ABSTRACT

This paper presents a method for separating cochannel FM
signals. We show that the Viterbi algorithm, traditionally
limited to estimation of digital quantities, can jointly track
analog FM signals by quantizing the derivative of their in-
stantaneous frequencies. We employ per-survivor process-
ing in the trellis to estimate unknown channel eftects. The
appr-each works wellwhen the signal to i nterference ratio
(SIR) is less than or equal to zero, in contrast to conven-
tional interference suppression algorithms that degrade as
SIR nears 0 and fail catastrophically when SIR < (). Com-
parisons of mean squared crror (MS E) of the csti mates are
given for varying SIR, SNR, Doppler offsets, and frequency
deviations. The method also can be applied to any other
continuous phase modulation scheme, such as CPEFSK.

1. INTRODUCTION

A single phase-locked loop (P1 J,) or phase discriminator
can eftectively demodulate an FM signal because the sig-
nal has a constant envel ope and an instantaneous frequency
that is proportional to the message signal. } lowever, these
conventional techniques can suffer sever-e degradation when
the input consists of the superposition of two cochannel 1I'M
signals, because the envelope isno longer constant and the
instantaneous frequency is not proportional to either of the
cochannel FM signals or their sum. The output in this case
containslarge, inband spikes and the output isunintelligible
[6]. As aresult, a number of different receivers have been
developed to combat cochannel interference 2,3, 4, 6,8].
Such work has made an important contribution, but each is
missing one or more of the following desirable attributes

1. The estimation of’ both dominant and subdominant
signa components.
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2. Theestimation of unknown channel parameters with
Per-Survivor Processing (1'S1') in atrellis algorithm,
instead of with weaker decision directed esitators.

3. The applicability to both digital (CPFSK) and analog
(FM) continuous phase modulation schemes.

In this paper, we present a receiver that contains all three
features; as a result, it exhibits improved demodulated voice
quality for cochannel FM signals. The receiver uses a method
of Cahn{1] (and later, [5]) to transform the phase tracking
or M demodulation problem into a discrete sequence esti-
mation problem, which can be solved with the usua Viterbi
algorithm. Unlike Cahn’s work, however, we use a joint
trellis capable of tracking both dominant and subdominant
pat ts of acochannel signal, and we estimate unknown chan-
nel effects with PSP.

2. SIGNAIL. MODEL

Forsimplicity, we assume that there are exactly two cochan-
nel signals. Extensionto additional signals is straightfor-
ward. The complex baseband representation of the sampled
received signal is

r[k]= A, K% R4 Ay [ NTR) ()

where A;[F] and 6; [K] is the amplitude and phase, respec-
tively, of theith signal at time 7’5, where 7' is the sampling
period, and where N[k]is a complex noise process. The
amplitude is assumed to vary much slower than the phase,
which is further decomposed as

KT,
), [Fow hTs4¢i + k, J m;(s)ds, 2

where for theith signal, w; is an offset carrier frequency (in
rad./sec.), ¢, is an initial phase offset, ki is the frequency
deviation (in rad. /sec.), and m; (9) is the message wave-
form. Thisisillustrated in Figure 1 This paper assumes that
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Figure I: The signal model for two co-channel signals,
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Figure 2: A maximum likelihood joint phase estimator.

-1 <m;(s)<lforal s>0andie {1,2}. This paper
considers the worst case cochannel scenario of w,=ws,
which we set to zero. Note that through suitable restrictions
on mm;(s) involving symbol times and levels, digital mod-
ulating schemes such as CPFSK are implicitly alowed in
Equation (2).

3. JOINT VITERBI ESTIMATION WITH PSP

If avector N samples }'= (7(1) ,7(2),. . . . »(N = 1)) have
been received, then for £ <N, the maximum likelihood
estimate of (0; [K], #2[k]) is

é ¥ é ) = arg ¢ 1.t (Y
(61 [k], 02[K]D) ar1, a“’{o,fﬂf‘afmp‘“[”"’*“]() )},

Where D0, [K),0[k) (}") is the joint probability density func-
tion of (6, [K], 6,[k]) evaluated at }'. Thisisillustrated asa
black box in Figure 2. Since 4[], A[], ri[], and nz[-]
are in general each unknown, computing the maximum like-
lihood estimate of (6, [K], 6,[k]) involves ajoint maximiza-
tion over at least four variables. In practice, the joint density
function is not known exactly, and in any case such amaxi-
mization would be too complex to implement.

To make the problem tractible, we start by modeling the
uncountably infinite possihilities for the trajectory of 6;[k]
by a countable number. This can done by quantizing 6;[k]
to one of afinite number of phases; however, better perfor-
mance can be had by instead quantizing the second deriva-
tive of the phase at time k7, denoted by 6!'[+]. Thiswas the
approach taken by Cahn for the case of tracking the phase of
asinglesignal [ 1]. The true second derivative, determined
from Equation (2), is given by 6'[k]==k;mi[k], where
(k] is the derivative of the message wavetorm evaluated
at time A75,and can be any real number. The estimator,
however, assumes that ki1re] [k] can take on only the values
Cor-C, where C is a constant. Of course, this is not the

case, but when i ntegrated twice and for a suitable sample
rate, little fidelity is lost in the approximation. Once ;' [k]
is estimated as §/'[k] = + C, the estimator uses the truncated
Taylor seriesto estimate the phase:

Ok — 1]+ 6V [k — 1]7
Oilk = 1] 4 Ok — 1T + 67k - 1)72/2.

Thus, the sequence of signs for 9'1'[-] determines the se-
quence #; [k, which together with amplitude estimates gives
rise to an estimated remodulated signal of

P(k]) = Ay (K]0 4 Ay []er%IM, 3)

Since the noise is assumed to be AWGN, the maximum like-
lihood sequence estimation of (8. [k], 0”[1;] ) is that which
minimizes the Fuclidean distance % IR A
joint Viterbi algorithm can be used to trace the optimum
sign choice sequences for for 6)'[-]and 6}]].

The amplitude estimates arc determined with a gradient
descent agorithm. ‘1"he conventional technique would be to
compute asingle estimate (41 [K], A2 [k]) of (A, [K], A2[k])
from tentative decisions in the trellis and then use this es-
timate in every state for the computation of Equation (3).
We abandon this approach and instead keep a separate am-
plitude estimate at each state of the trellis. This is caled
per-survivor processing (PSP){7],and offers improved per-
formance because, unlike the single amplitude estimator ap-
proach, when a particular path through the trellis is chosen,
the amplitude estimates used in that path arc optimized for
that path. In other words, there is no penalty when a tenta-
tive path dots not turn out to be the path ultimately chosen.

There are anumber of design issues for which space
does not permit afull description. The choice of the con-
stant C affects performance and must be carefully chosen.
More than the two levels C' and -- " may be used to increase
performance; for example, an additional level of zero could
be added. Also, the appropriate size of the trellis must be
determined. Thesize of the trellis here is determined by the
“memory” of 0}'[k], just as the trellis size of a maximum
likelihood sequence estimator in an 1S1 environment is de-
termined by the memory of the channel. We have found that
devoting three “bits’ (sign assignments) of memory to each
of ¢)'[k) and 6%/ [k] works well. This results in a 223 =64
state trellis. If it isknown that digital modulation schemes
are being used, this can be easily modeled in the tréllis and
may result in improvement over the analog quantization pre-
sented her-c. Finally, internal interpolation of the received
signal to obtain a higher sampling rate can also improve
performance, as can appropriate pre- and post-processing
filters to reduce the effects of out-of-band noise.



4. PERFORMANCE

The performance results are stated in terms of the mean
squared error between the true sampled message signal 7/t k]
and the estimate 171;[k], normalized by the signal power:

S (1) :7”,-[1'])2
Z{Z] ()2

This metric is somewhat problematic because it fails to cap-
ture some important information. Fcrr example, an algo-
rithm which contains a rare spike but otherwise perfectly
tracks the phase may have a higher relative error than a gen-
erally noisy phase tracker. A better test may be a qualitative
assessment of the output audio. As arule of thumb, wc view
an algorithm as “working“ if’ the normalized MSE is less
than about 1.0. This may seem to be a very libera rule in
view of the fact that the all zero output achieves this MSE.
However, we have found that in nearly al cases, when the
algorithms achieve a relative error of about 1.0, or even a
little higher, they lock on to significant portions of the in-
tended signal and contain adequate voice quality.

The normalized MSE performance for acochannelsig-
nal is shown in Table 1 for varying SIR, SNR, frequency
deviations and Doppler offsets. It compares the joint Viterbi
agorithm with PSP estimates, a PI.1., and adi flerential phase
detector (DPD). In all cases reported, the sampling rate is
T,=1 /65536 and the frequency deviation of the first sig-
nal is k; = 24000~ (i.e., 12 kHz). The two signals consist
of simulated voice waveforms, each with a 3.7kHz band-
with and 3 seconds in length. This allowed for the process-
ing of about 200,000 samples in each casc. The signal to
interference ratio, defined by SIR = 201og, ,(A1/A2), was
varied between 2dB and 6dB. The SNR, defined as the ra-
tio of the power of the first signa to the noise power, was
varied between 10 and co. The subdominant frequency de-
viation was varied between 12kHz and 24kHz. A Doppler
offset between the signals was varied between O and | kHz.

Thisis among the first work which demonstrates that a
subdominant FM signal may be captured when a cochan-
nel FM signal at twice the power is interfering. Thus, by
switching one' s perspective of thc “first” and “second” sig-
nals, the SIR’s of 2dB and 6dB may actually be considered
as SIR'S of -2dB and -6dB, and still with excellent results
for a variety of transmission parameters. Conventional tech-
niques do not attempt to estimate the subdominant signal
and can only hope to reject the interference, at best. Thus,
such techniques have no hope for operating in situationsin
which SIR <0. Indeed, in Table | we can only report the
MSE error with respect to their lone output: their estimate
of the dominant signal.

An example of the estimated voice waveforms is shown
in Figure 3. The waveforms were taken from the simula-
tion given in the third row of Table 1. As can be seen, both

Normalized MSE =

)

Table I: Comparison of phase trackers for co-channel FM
signals.

(sm SNR [ k2 | we Normalized MSE
dB | dB | kHz | kHz | Viterbi* | PI1. | DPDT
6 | x 12 0 | 0.12/0.68 ] 0.07 | 041
6 oo | 12 1 015065 | 008 | 041
6 | oo | 24 0 [0.13/051] 009 | 0.79
6 | o | 24 I 1015047 009 | 0.82
6 | 10| 12 0 |0552.09] 029 | 246
"6 10 | 12 1 10371681 030 | 2.51
6 10 | 24 0 |031/137 ] 050 | 2.89
6 10 | 24 1 |041/71.05| 047 | 290
2 0 12 | 0 |042/065] 0.18 | 1.58
2 ] o | 12 1 | 046/0.65]| 0.19 | 1.65
2 | oo | 24 0 [061/034] 020 [ 2.79
2 | 24 1 ] 056/040 | 020 | 2.85
2 11 12 0 | 0.86/1.01 - 5.44
2 710 ] 12 1 ] 0.98/1.03 - | 577
2 T 10 | 24 0 [1.08054] 074 | 688
2 110 24 1 1.21/0.54 - 6.84

* Performance for dominant and subdominant signals
t Performance for dominant signal only

the1'1.1, and thejoint Viterbialgorithm effectively capture
the dominant signal, and the DPD is somewhat affected by
the rechannel interference. The subdominant signal is ac-
curately tracked by the joint Viterbi algorithm.

5. CX)NC1.1JS1ONS

The joint Viterbi phase tracker enables separation of co-
channel signals for a variety of SNR, SIR, frequency de-
viations, and Doppler offsets. It works for FM, CW, and
CPBISK signals. Its estimate of the dominant signal is usu-
ally dlightly worse than a conventional PL.1., but in casesin
which the desired signa is not dominant it enables proper
phase tracking, whereas the PI.1. can track only the domi-
nantsignal, When the constituent co-channel signals have
equivalent power, the Pl.1. aso breaks down and the ad-
vantages of the joint Viterbi approach may become more
apparen t.

It is clear how this joint estimator may be extended to
more than two interfering signals with the addition of more
trellis stales. Since the trellis size grows exponentialy in
the number of interfering signals, there is a practical limit
to the model, however.
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(b) Joint Viterbi estimate of dominant signal.
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Figure 3: Estimated dominant and subdominant message
waveforms .
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