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Abstract

The connections between laboratory measurements and remote sensing observations of sea
ice are explored. The focus of this paper iS onthinice which is more easily simulated in a
laboratory environment. We summarize results of C-band scatterometer measurements and
discuss how they may helpin the interpretation of remote sensing data. We compare the
measurements with observations of thiu ice from ERS and airborne radar data sets. We
suggest, that laboratory backscatter signatures should serve as bounds on the interpretation
of remote sensing data. We examine these bounds fromn the perpective oOf thinice signatures,
the effect of temperature, aud surface processes such as frost flowers and slush on these
signatures. Controlled experiments aso suggest new directions in remote sensing measure-
ments. The potential of polarimetric radar measurements in the retrieval of thickness of thin
ice is discussed. In addition to the radar results, we discuss the importance of low-frequency

passive measurements with respect to the thickness of thin ice.



1 Introduction

Even though thin ice occupies a small areal fraction of the Arctic scaice cover, t he flux
of heat from the relatively warm oceanthrough this ice is comparable to t hatintegrat ed
over the larger fraction of thicker ice [Maykut,1978]. Hence, the identification of thinice
in remote sensing data has been animportant goal for providing measurements to support
a variety of process studies and clilmate change rescarch. Active and passive microwave
sensors are the current sensors of choice because of their day and night viewing capabilities
and because they arc relatively unaffected by clouds and other atmospheric conditions. An
additional quality of active microwave sensors, like scatterometers and synthetic aperture
radars, is that they provide high resolution mapping of the polarice covers. However, the
goal of deriving ice thickness from microwave data sets has proved clusive because these
sensors clo no provide direct measurements of ice thickness. The emissivity and backscatter
arc measurements of the surface and volume electromagnetic properties of seaice which are
only sometimes correlated toice thickness. Rather than classify the microwave observations
into specific thickness categories, current routine analyses|[Cavalieriet al., 1984, Kwok et
al., 1992] of these data sets provide coarse ice types (e.g.mnultivear ice, first-year ice, etc. ) as
proxy indicators of ice thickness. Theinterpretation and resolution of the thin ice category
are typically rather poor due to the variability in the active and passive signatures of thin

ice.

In this paper, we focus on the interpretat ion of t hinice signatures in microwave data in the
context of laboratory scatterometer 111(as(Ir(lil(Ctits. Generally, theinterpretation of seaice
remote sensing data have been guided by field experiments and laboratory measurements.
Field measurements have provided observat ious which charact erize, to a limited extent, the
natural variability of scaice.Laboratory measurementsare unique because the evolution
of t he signature Of scaice can be observed in a cont rolled environment and provide us with
a ditferent perspective with respect to remote sensing. It 1S this connection, between lab-
oratory measurements and remote sensing, which we would like to explore here. We have

observed the growth of sea ice, with the JetPropulsion Laboratory (JPL) C-band  Dolilri[[I(X-



ric scatterorneter, 1111 1’1 different conditionsusing theseaice facilitiesatthe Cold Regions
Research and Engineering Laboratory (C RREL) in New Hampshire. These experiments
were conducted O\ "(Ct aperiod of till'((C yearsfrom 1993 t () 1 995.0ne of t he objectiveswas
t o understand the relat ionship bet ween the morphological and physical characterist ics and
the observed electromagnetic properties of sea ice. These relations are casier to establish in
a controlled environment but the utility of suchlinks have not been fully explored from the
remote sensing point of view. One obvious diflerence is the scale of the observations between
laboratory measurements and remote sensing data sets. In this paper,we address the role
of the laboratory measurementsin the interpretation of thinice with remote sensing data
Presently, sewn-al microwave synthetic aperture radars (SARs) including 13 RS-1, 13 RS-2, and
RADARSAT SARs, al of which are operated in C band, are providing routine observations
of the polar regions. In particular, the recently launched RADARSAT are providing better
than weekly coverage of the Arctic ocean. If algorithms could be devised to provide more
definitive and quantitative results on thinice, it would be a significant contribution to the

understanding of processes of the polar regions.

In the following Sections, we describe several laboratory experiments and their relevance
to remote sensing.  These experiments were designed t0 investigate the effects of surface
and volume processes on the backscatter signature of thinice. The processes include the
growt h of frost flowers, the effect of a wet slush layer, and the responses of scaice due to
diurnal cycles of insolation and air temperature. The paper is organized as follows.In the
next section, we discuss the possible role of laboratory measurements. Section 3 describes
our instrumentation and the experiments we have conduct ed at CRREL. In Section -, we
compare our laboratory measurements wit h the observations of t hinice from airborne and
spaceborne radars, and discuss whether the laborat ory measu rements could const rain our
interpretation of remote sensing data. Section 5 presents the potential of polarimetric radar
observations for the retrieval of thinice thickness. We also discuss passive measurements
wit hlow-frequency radiomet ers wit h respect to t he t hickuess of thinice. The last section

surninarizes the paper.



2 Role of Laboratory Measurements

The role of laboratory measurements in the observation of thinice is discussed. We focus
our attention on C-band signatures since the current spaceborne Synthetic Aperture Radars
(SAR) which are providing routine observations of the polar regions are operated at this
frequency. This ice type is most easily grownin a controlled environment due to itshigh
growth rate. The similarity of the structural and physical properties of laboratory grown

sea ice and sea ice in its natural environment was discussed in Nghiemet al. [1997a].

We recognize that thin ice exists in a variety of forms in its natural environment and that
it is neither practical nor desirable to simmulate al its expressions inthe laboratory. As we
alluded to above, there is a large scale difference between the resolution of a spaceborne SAR
sensor (tens of meters) and a laboratory scatterometer (meters). Within a SAR resolution
element, there are areal mixtures of various forms of thin and thick ice whereas a laboratory
scatterometer typicaly provides measurements of a pure type. Some of the surface processes
(e.g. frost flowers, slush formation, etc. ) which dominate the backscatter properties of
thin ice could be readily reproduced; other ice types(e.g. raftedice, composite pancake
ice, etc. ) which are created by mechanical processes over extended scales are less readily
fabricated. Because of diflerences in sensor resolutions and variabilities inseaice types,
laboratory measurements should not be applied directly to theinterpretation of remote
sensing observations. In this regard, therole of laboratory measurements should be to
establish the bounds and limits inthe retrieval of scaice parameters inremote sensing data

sets.

Laboratory experiments also allow the cent inuous monitoring of ice growth as well as the
surface processes associated with that growth. This isin contrast to the sparse sampling
obtained from spaceborne sensors.  For example, cont inuous changes in thin ice signature
(discussed later) due to diurnal cycles of insolation and air temperature arve difficult to
resolve with spaceborne sensors. In the laboratory, the mechanisms which contribute to such

backscatter variability can be examined direct Iv and correlated with their in-situ temperature



and salinity profiles together wit h ice properties fromice cores. Understanding the physical
processes responsible which cont ribut e to radar observables are important in the dévelopment

of retrieval algorithm for sea ice properties using satellite radar data.

Withthe polarization capability of our scatterometer, laboratory ice measurements provide
afull set of polarimetric backscattering coefficients. In the experiments, polarimetric calibra-
tion instrumentation is sctup accurately and calibration data are taken frequently. In view
of polarization differences between ERSand RADARSAT, understanding of the polarimetric
responses of sea ice are important. To fully utilize colocated data from these sensors, the po-
larization differences need to be considered. Also, future spaceborne SARs like LIGHTSAR
and ESA’S ENVISAT will likely provide multi-polarization observations and laboratory po-

larimetric measurements could provide indications of the potential of these measurements.



3 Laboratory Experiments

3.1 CRREL Indoor and Outdoor Facilities

We conducted our experiments at theindoor and outdoor facilities at CRREL in Hanover,
New Hampshire. The indoor facility is aroom which measures about 6 mby 7 monthe floor
and approximately two stories high with the refrigeration units mounted onthe ceiling. The
refrigeration system is capable of taking the air temperature to below —28°C and controlling
it to within 2°C. The freezing pool, approximately 1.2 min depth, occupies most of the area.
We line walls of the room with radar anechoic material to reduce unwanted reflections and
multipath contamination of the returns fromthe sea ice. The radar is mounted about 3 m

above theice such that the surface is inthe antenna far-field.

The outdoor facility, named the CRREL Geophysical Research Facility (GRF), is a pool
of approximately 18 m by 7.5 m indimension with a depth of 2 m. A structure with an
insulated roof, which slides on rails, canbe moved over the ice sheet to shield the ice from
the elements such as sun, snow, and rain. Cooling units are attached to this structure at
oneend of the pool. The refrigeration system can cool the air temperature to —18° C over
the ice sheet when the structure covers the growing ice. At the other end of the pool is a
4 m high gantry where the scatterometer was mounted during the experiments. The height
of the radar above the ice sheet was approximately 4 m. The gantry was designed to move
along the rails to different parts of the pool for obtaining measurements of different areas of
t heice sheet. The control and measurementinstrument at ion were Set up in at entlocated

on one corner of the GRRF.

We successfully fabricated a variety of salineice sheets during the CRREL experiments
(CRRELEX). Those ranged from thin new ice simulants to thermally modified ice sheets
whose physical and st ruct ural properties closely mimicked arctic second-vear ice. Depending
onthenature of the experiment both under-the-roof refrigeration and natural freezing 1111(1 ('1

open-air conditions were utilized in the fabrication of CRRELIIX ice sheets. [ee grown indoor



and during roo f~on at the GRE simulates, in process and properties; thoseformed 1111(10°1 dark

winter conditions (no insolation) in the Arct ic.

3.2 Ice Growth and Physical Characteristics

Nature of the Freezing Process

Once a continuous ice sheet has formed the underlying water is isolated from the cold air,
allowing latent heat to be extracted through the ice sheet by thermal conduction. Direct
freezing of salt water to the underside of the ice is called congelation growth, typically
yielding vertically elongated columnar crystals. These crystals are characterized by a vertical
substructure consisting of ice plates interspersed with parallel layers of brine inclusions.
Such a substructure results fromn the dendritic nature of the freezing interface, occurringin
response to the build-up of brine at the interface. Fxcess brine that cannot be expelled from
the interface is systematically incorporated intothe spaces between the dendrites. Actual
incorporation of brine into the ice structure occurs by pinching Off of the interdendrite spaces,
leading to the formation of individual pockets of brine and creation of the characteristic ice
plate and brine layer substructure of the saline ice crystals. The overall process oft he freezing
of scawater in the polar oceans is described in greater detail by Weeks and Ackleyn1 982] and
by Gow and Tucker [1991]. An essentially identical process was duplicated in the freczing of
saline ice sheets aa CRREL. The growth process, and structural and physical propert ies of

the laboratory ice are shownto be similar to Arctic sea ice [Nghiem et al., 1997a].
Temperature and Salinity Effects

Changes with timeinthe overall structure of seaice occur mainly inresponse t o temperature
changes in the ice. Brine inclusions are particularly sensitive in this regard. In the event of
protracted warming, brine pockets expand and t heir subsequent coalescence generally leads
to channelization and downward drainage of the brine, with resultant désalination of the

ice. The incorporation of brine into sea ice 1S the most important parameter ¢ flect ing the
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mechanical, thermal and electromagnetic properties of the ice. In the case of the electro-
magnetic properties of the ice it, s the concentration and dist ribution of brine in the ice
that largely determines the nature of the remote sensing signature and its interpretation.
Many of the salinity profile characteristics exhibited by saline ice sheets fabricated during
CRRELEX duplicated those of arctic sea ice including: 1) high salinities at the top and
bottom of thinnerice sheets, leading to the formation of the diagnostic c-shaped profile, 2)
a general weakening of the c-shaped profile withincreasing thickness aud age of theice,and
3) substantial desalination of theupper levels of older ice subjected to protracted warming

or surface melting.
Characterization of Physical Properties

Anice characterization study conducted insupport of the remote sensing program at CR-
REL includes monitoring of ice thickness changes as influenced by such factors as surface air
temperature, wind chill, aud radiation fluxes. Vertical profile measurements of water and
ice temperatures, salinity, and density and their derived properties, brine volume aud en-
trapped ar content (porosity) are also performed. Thin sections cut from samples from the
growing ice sheet arc used to investigate crystalline structure and brine inclusion relation-
ships essential to assessing both the qualitative and quantitative aspects of salt entrapment.
This work was supplemented by image processing of thin section photographs to statisti-
cally describe volume scattering characteristics via correlation functions and inclusion size
distribution statistics of the various ice types [Perovich and Gow, 1996]. C-shaped profiles,
typical of young seaice growth inthe Arctic, characterizethe earlier stages of growth of the
laboratory ice. Later profiles reflect the desalinating effects of elevated air temperature oc-
curring during the latter stages of saline ice growth. The clongate nature of the crystals and
the ice plate/brine inclusion substructures precisely duplicat e the same feat ures observed in

young sea ice in the Arctic.
Sea lce Permittivities

Permitt ivities of sea ice govern electromagnet ic wave propagation, attenuation, and scat -
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tering. Thus, the permittivities are a determining factor of the microwave remote sensing
observables. It is HISCfill to characterize the bulk C1C ("t romaguetic behavior through an ef-
fective complex permittivity .5 which incorporates scattering effects. The geometry and
relative volume fraction of the brine inclusions depend strongly on ice growth condit jons
such as ice temperature and salinity distribution in the ice layer. A comprehensive series
of rigorous bounds on e valid in the quasistatic regime has been developed [Golden,1995,
Sawicz and Golden, 1995, Golden, 1997]. Given an increasing amount of information on
the sea ice microstructure, such as the brine volume fraction or further assuming statistical
isotropy within the horizontal plane, the bounds restrict €. to an increasingly small region
of the complex ¢ -plane. A different approach based on strong fluctuation theory, account-
ing for sea ice thermodynamic cycling, has been developed [Nghiem et al.,1996] to obtain
complex anisotropic effective permittivity tensor €, validnot only in the quasistatic regime

but for higher frequencies as well.

3.3 JPL C-band Polarimetric Scatterometer

The polarimetric scatterometer operates at C-band with a center frequency of 5 GHz and
a bandwidth of 1GHz. Stepped frequencies are synthesized by a network analyzer and
coupled to free space through a diagona hornantenna. The antenna is dual-polarized with
abeamwidth of 12° and a gain of 22.6 dBi at t he center frequency. Raw data are compressed
and recorded in a computer which also controls the polarization switching and the network

analyzer.

To prevent drift in the radio-frequency subsystem, the eltctronics are constantly maintained
at room temperat ure (25° C) with a temperat ure controlling unit. The antenna is steered
in azimuth and elevation using two independent imotors attached to an assembly containing
the antenna and R F subsystem. Calibration targets include corner reflectors, spheres, and
external backgrounds. Calibration measurements are made periodically during the experi-
ments. We estimate the overall uncertainty in t he radar Measureéi ents t 0 be approximately

1.2 dB. The recorded data were calibrated and processed into a polarimet ric covariance ma-
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trix format after the experiments. The noise-equival ent oy of the radar is at —45 dB for
co-polarized measurements and =55 dB for cross-polarized measurements. The low noise
floor is achieved with a coherent-su btraction technique and a system design which avoids
internal signal reflections. A more detailed description of the scatterometer can be found in

Nghiem et al. [19974).

The polarimetric scatterometer measures the four elements of the scattering mat rix, S, where

== fhh fhv
S
fvh fvu

The conventional backseat tering coefficients Onh, Ohy, Oun, 0yy and the co-polarized polari-
metric scattering coefficient oune are determined by </fanfin>,<frofro > forfon>>
foufo,> and < fanfy, >, respectively. The angular brackets represent the ensemble aver-
age and the asterisk denotes the complex conjugate. Two other frequently used parameters

(normalized) that arc derived from these coeflicients are:

p= -,
N
which is the complex correlation coefficient between the hh and vv channels; the co-polarized
phase can be computed directed from this complex quantity. And the ratio of the magnitude
of the co-polarized returns is
Tyo

Ohh

3.4 The Experiments

These experiments were designed to investigate t he relat ionship between the scatterometer
observations and the various physical surface conditijong and volume characteris ties of thinice
and to support the validation sea ice scattering models. Here, we summarize the experiments
start ing wit h the simple constant ice growt h, then we present a more complex growth of frost
flowers on ice surface, the flooding and slushlayer onsea ice, and the effects of dinrnal thermal

cycling.



Than Ice Signature

The thin ice was grown und er quiescent conditions without wind or waveactionin t he indoor
facility, where thetemperature was well cont rolled. Saline ice was grown under const ant air
and water temperatures represent ing the simplest ice growth condit ions. The experiments
wererepeated at slightly different air temperatures. In all cases, the mean ar temperat ures
were kept below —-20°C. The indoor air temperatures fluctuated slightly around the mean
and an rms deviation of +0.1° was maintained. Measurements of thickness and growth rate,
temperatures and salinities, crystallographic structures, brine layer and cellular substructure
spacing show that laboratory grownice has characteristics very similar compared to those of
thin seaicein Arctic leads[Nghiemet al., 1997a]. The results from these experiments serve
as a baseline for comparison with subsequent experiments which study the effects of surface
and volume processes on thin icesignature. In al our measurements, the thickness of the
ice reached 12 cmin several days of ice growth. All the scatterometer measurements were

made at the incidence angle range form 20° to 40°.
Effect of Frost Flowers

In two of our experiments, the temperature in the indoor facility was maintained below
—28° C. We found that low temperature was conducive to the growth of frost flowers. Po-
larimetric radar data were taken during the flower growth together with a time-series of still
photography, video recording, and physical characteristics of frost flowers. Further details of
the experiment were described by Nghiem et a. [1997b]. The frost flowers consist of 10-30
mm high fragile salineice crystals which grow ontheice surface and are accompanied by
the formation of a 1-4 i thick slush layer under the flowers.  We characterize this sur-
face process in terms of the spreading rate of t he flowers and dush layer, t he heightof t he
flowers and its salinity, the thickness and salinity of the slush layer and the salinity of the
adjacent bare ice. Frost flowers close to 90% arcal coverage of t heice surface was achieved.
Polarimetric measurements were collected at frequent intervals throughout the experiment.
Measurements were made with the full frost flower struct ure, witht 11( flowericecrystals

removed, and wit h the slush layer removed t o assess the contribution of t hese components
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to the total scattering cross-section of thinice. These experiments studied only the growth
stage of frost flower; the temporal evolution of the decay stage and surface mod ifications

with its associated backscatter response were not investigated.
Effect of Flooding and Slush Formation

we investigated the effect of flooding and the format ion of slush layer on the signature
of thin ice in one experiment. Saline water wastaken from beneath the ice sheet and
flushed onto the ice surface. On the cold ice surface, the water onthe surface started to
freeze immediately forming a wet slushy layer. Polarimetric measurements were obtained
for normal and oblique incidence angles. For normal incidence, the reflectivity is strongly
modified because of the high permittivity of the slush layer. Backscatter at oblique angles is
also changed significantly by the slush layer. The thickness of the slush layer was measured
immediately before scatterometer data acquisition. Samples of the slush layer andtheice

layer were taken for ice characteristics measurements.

Effect of Diurnal Cycling

We conducted this experiment at the outdoor GRF facility to study the effects of diurnal
temperature cycles on polarimetric scattering signatures of sea ice [Nghiem etal.,1997c|.
The roof of the GRF was removed to take advantage of the natural diurnal warming and
cooling. An ice sheet was grown from open water over a period of 2.5 (lays. This duration
allows us to investigate the repeatability of the radar signatures and to determine whether
the diurnal thermal effects are reversible. During the experiment, the ar temperature varied
between — 12°C during day to —36°C at night. The init ial growt h rate was slow during the
day due to the insolation under clear sky conditions. Throughout t he night, the growt h
rate increased significantly as the temperature dropped. Polarimetric scat t erometer mea-
surements were carried out over two temperature cycles for the duration of t 11( | experiment.
Calibrat ion measurements were also made t hroughout t he experiment to monit or the scat-
terometer system stability. Data including air temperatures, ice temperat ure profiles, ice

salinity profiles, and ice thicknesses were taken poriodically.
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4 Relevance to Remote Sensing

4.1 Thin Ice (0-12 cm) Backscatter

Thin ice backscatter signature at C-baud over the KRS SAR range of look angles (1 9°-260)
aud W-polarization spans a range from approximately =30 dB to as high as —5dB. The
lower bound iu the backscatter can be established by our scatterometer measurementsin the
laboratory. Field programs [Nghiem et al., 1995a, Drinkwater et al., 1995] typically observes
backscatter that are higher than what is obtainedin the laboratory quiescent ice growth.
The thin ice (dark nilas) grown iu the quiescent conditions in the laboratory has very smooth
surfaces. Any perturbation to that smooth surfaceintroduces an additional component to the
total radar cross-section resulting from the superimposed roughness. ‘I’bus, the unperturbed
laboratory measurements provide a reasonable lower bound. The upper bound is established
(disregarding any mechanical deformation of the thin ice) probably by frost flower covered

thin ice. We discuss in more detail the phenomenon of frost flowers iu the next subsection.

If the scatterometer measurements establish the lower bounds of backscatter for a range of
ice thicknesses, then what can we say about the backscatter signature observed in spaceborne
SARS, such as 13 S-17 Fig. 1 shows a plot of the dependence of backscatter on thickness of
laboratory grown thiu ice. It is clear that the level of backscatter of ice at these thicknesses
are below the noise floor of the ERS radars (approximately —24 all)) and therefore not
resolved by the sensor if thin ice similar to that of laboratory ice were observed. We could,
however, say that if anobserved pixel is a or close to the noise floor of the ERS-1sensor.
t hen there is a high likelihood that the pixel cont ains thinice of thickness less than, say, 10
cm (see Fig. 1). This is because thicker ice types generally have higher backscat t er t han thin
ice in this range Of thicknesses [Kwok and Cunningham,1994a). Of course, t hinice could
have a higher backscatter due to mechanical deformat ion which we cannot address with t he

laboratory measurements.

We show in Fig. ‘2, two ERS- 1 images of t he same geographic area separat ed by 3-days.



This umage pair of the ice cover shows large openings which were erea ted during the interval
b tween the repeat observations. The ice in this opening must be between ()-3 days 01(1,
which is determined strictly from ice motion [Kwok et al, 1 995]. ‘1']J1( structure of the
features suggests that the openings were not creat ed by a single event | but rather several
openings and maybe closings over the 3 days. If theice were three days 01(1 and the ambient
temperature was around -20°C, the thickness of the ice. is most likely less than 20 ¢ thick,
estimated with asimple frm:zing-degree day calculation [Maykut,1986]. Seaice with a range
of backscatter (between — 24 dB and - 19 dB) can be seen in the leads. The brightest
backscatter is probably from frost flowers inthe leads. To explorethe signature evolution
further, we follow the backscatter history of these openings as the ice thickens with time. The
time sequence presented in Fig. 3, which spans aperiod of 9 days, shows that the backseat ter
increases over time. Note that the uncertainty of the calibration is approximately 1-2 dB.
This particular example demonstrates that tile lower bound discussed above to be reasonable
for thin ice. For remote sensors with higher signal-to-noise ratio or lower noise-equivalent og
such as an airborne SAR, the lower backscatter canindeed be observed. For example, if the

noise-cquivalent 0o == =30 dB, the lower limit corresponds to ice thinner than 5 cm (Fig. 1).

4.2 Frost Flowers on Thin Ice

On the other extreme of radar return is the enhancement of the backscatter of thinice due
to the growth of frost flower on the surface. This high backscatter from t hin youngice
has been attributed to the formation of frost flowers [Onstott, 1992, Ulander et al.. 1995].
A description of the physical charact eristics of t he frost flowers can be found in Martin
[1979] and more recently in Perovich and Richter-Menge [199-1]1 and Martin et al. [1996].
The best illustration of the evolution of the signature of thinice wit h frostflower is with
the sequence of five ERS-1images which spans a twelve (lay period (Fig. ). The initial
increase in backscat ter during the first several days of ice growt h immediately after t he
opening of the lead and the slow decay of the signature to that of thicker first-vear ice are

characteristic of this surface process. Wehave observed in EIf S SAR (C-1'V) imagery a
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large 11111111 )’ of newleadscontainingseaice withhighinitialbackscatter andwithsimilar

backscatter history. We have also observed cases where the backscatter of seaice inleads
which remained relatively low for an extended period of time (days) and slowly at t aining
the higher backscatter of thicker first-year ice. We cannot say, without a more extensive and
systemat ic study, which path of backscat ter evolution is more typical. It iS dependent on
local meteorological conditions; however, the detailed in-situ measurements to support. such

investigations are typically not available.

We list three motivations for studying this phenomenon. First, field observations in the
Beaufort [Perovich and Richter-Menge, 1994] suggest that frost flowers appear with some
frequency during the Arctic cold season. Second, the surface modification by the frost flowers
alter the thermal and surface properties of young seaice. “1’bird, the mechanism which causes
an enhancement in the backscatter (more than 200% increase) over that of flower-free young
ice. From the remote sensing perspective, the significance of flower growth and the associated
changes in the surface salinity to radar observations is that understanding these processes
is a step toward explaining the large variability inthe signature of newly formed ice and
better interpretation Of radar remote sensing data. If indeed there iS large modification to
the thermal properties of new ice, this effect is significant in heat flux calculations over this

ice type.

The growth of frost flowers in the laboratory was first reported by Martinet al. [199,5].
Our C-band laboratory measurement, of the scattering signature was discussed in detail by
Nghiem et al. [1997 b]. The laboratory experiments provided obser vations of the initial
evolution of t he signature and not t he decay due t o t helengt h of t he: process. Fig. 5 shows a
time-series of the frost flower coverage of t he ice surface during our experiment unt il a 90%
areal coverage was achieved. Fig. 6 illust rat es the effect on flower covered t hinice. The
measurements indicate that it is the slush layer below the low densit vice crystals (Fig. 6)
which contributes most to the enhancement in the backscatt er. After the removal of this
high saline slush layer, the backscat ter level ret urns to that of thin ice (discussed abowve).
The laboratory measurements are lower than t hat observed in remote sensing data probably

due to the density and height of frost flowers grown in our environment and differences in
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ice thickness and surface roughiness. Nevertheless, these results showing 3-5 dB3 backscat ter
increase due to frost flowers are consistent with the backscatt er increase (up to 6 dB) in
ER S-1data in Fig. 6. The experiment suggests that a transient increase of 5 dBin thinice
backscatter can be used as an indicator for a full coverage (~ 90%) in the growth stage of

frost flowers.

From the perspective of remote sensing, frost flowers are difficult to identify unambiguously
in single SAR images due to the range of backscatter level and its time deprendent  behavior.
Kwok and Cunningham [1994b] described aprocedure which uses a series of images to identify
the presence of frost flowers as well as their backscatter history. If a Lagrangian element of
the ice cover and its associated backscatter histogram can be recorded, then any area change
and backscatter transients in that Lagrangian element could be identified as that due to
thin ice. Given that the older ice (multiyear and thick first-year) has very stable signatures
[Kwok and Cunningham, 1994a]during the winter, the pixel population which is changing
could be tracked by examining the differences in backscatter histograms of that time-series.
In view of the laboratory results, if the initial backscatter is close to the lower limit, then
the ice IS thin. In this case, if a strong transient increase in backscatter iS observed, then it
is likely that frost flowers exist on theice surface. However, we are at a fairly early stage in
understanding all processes associated with the growth of frost flowers. Certain conditions
seem to be conducive to the formation of this surface layer but are not well-documented. As
mentioned above, frost flowers seemn to be quite prevalent in the winter Arctic. Laboratory
measurements help to characterize the signatures variability provide a link to the physical

properties, which affect heat flux calculations.

4.3 Flooding and Slush Formation on Thin Ice

Microwave signat ures from sea ice 1S significant Iv affected by aslushy layer 011 theice
surface. Experiment al result s show a 1.7-(ii] increase inreflectivity at nOrmal incidence
from --4.4 dB for bare salineice to — 2.7 dB measured immediat oly after t he flooding. This

increase corresponds to a large increase in the permittivity of the flooded surface.

—
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The s111511 layer contains high salinity and has alarge relire ive permittivity withhighatten-
nation of elect romagnetic waves. Figure 7 presentghackscatter 111( 'asurements of hare salipe
ice and slush covered ice for vertical polarization (top panel of Fig. 7) and horizontal polar-
ization (bottom panel of Fig. 7). Theice thicknessinthese case is 12.6 cmand the slush
layer is approximately 3-mm thick. The results reveal significant decreases in backscatter at
troth polarization. The decreasein oy, is 4-5H dBand oy, is reduced by 4-8 dB at different
incidence angles. This may cause by changesinthe thermodynamic phase distribution in
the slush layer during the scatterometer measurements. These strong decreases definitively
indicate that the wetness inthe surface layer is important to seaice backscatter signatures.
A similar situation is that the top surface or thesnow cover on sea ice melts when the tem-
perature increase to above the freezing point. In this case, the wet slushy layer significantly
reduces backscatter. Multiyear ice backscatter cau be decreased significantly due to flooding
or the wet surface layer aud its backscatter level becomes lower than that of younger ice
causing a reversal in the backscatter contrast of these ice types. This phenomenon isim-
portant during seasonal transition periods such as onsets of summer melt aud fal freeze-up
(reverse effects), when transitionsinremote sensing data can be applied to study the spatial

and temporal evolutions induced by the scasonal changes.

4.4 Diurnal Effect and Temperature Change

We examined the diurnal changesinthe backseat ter of thinice during one of our experiments
at the outdoor CRREL GRF.Measurements were taken over a 60-hour period during which
theice sheet grew to athickness of 10 em. The effects of the diurnal ¢vele are shown in Fig.
8. The measurements were begun during dayt ime hours when t he ice t emperature was not
too cold due to higher air temperature and insolation. During the night, the temperature
decreases as well as the backscat ter. In fact, t he backscat t er closely follows t he ice surface
temperature variations over both of thediurnaltemperature eyeles. The experimental results
indicate that diurnal effects on backscat t er are subst ant ial, there IS a positive correlation

between backscat t er and temperature, and the thermal effect on backscatter 1S reversible.
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HI therange of ERS-11ook” angles, backscatter mmcasurements of the t hinice sheet show a 3-5
dB increase in the backscatter level during the day corresponding to the rise in ice surface
temperature. It S110111(1 benoted that the air temperature remained below —10°C during
the entire experiment. The peaks in the backscatt er occurs during aft ernoon. We at t ribute
this increase to the thermal expausion Of the brine inclusions and to the increase in sea
ice effective permit tivity due to the ice warming. Interms of the absorption of shortwave
radiation energy, brine pocket enlargement transforms and consumes energy and becomes a
component of the radiative distribution in the heat budget balance [Moritz and Perovich,
1996]. Notice that the diurnal effect is opposite to the effect of surface wetness on thin ice;

the backscatter drops in the case of surface wetness.

A similar increase in backscatter due to increasing ice temperature is evident in ERS-1
SAR data from Arctic field experiments. We conducted the experiments in the Canadian
Arctic Archipelago to extendlaboratory results to natural conditions of the Arctic. We
examine bivariate histograms for ecarly consolidation (thick) and late consolidation (thin)
ice types in the areas enclosed by rectangles in Fig. 9a. The results indicate that when
the air temperature increases between two different data sets there IS @ detectable increase
in backscatter of seaice withan initial backscattering coefficient below — 19 dB as seenin
Fig.9b. The bivariate plots for thesetwo thickness classes show that the smooth thick
ice responds to the temperature change with anincrease in scattering (slopein the tail of
the histogram outside of the agreement bounds). Note that backscatter of the thinice type

increases more under this thermodynamic cycle than doesthe thick ice area

These effects of diurnal variations Or temperature changes are importantint he int erpretation
of scaice dat a [Nghiemet ., 1997¢]. Sun synchronous orbits of ERS and RADARSAT along
ascending and descending pat hs of t he satellites provide observations oOf sea ice usually during
inthe late morning and at the end of the day. Fromfield rllC <ISIrCI[IC [itsin the Be aufort
Sea, Ruffiewr et al. [1995] indicate that t he diurnal eycle of solar radiat ion in late winter
and carly spring in the Arc tic is similar to that of a midlatitude winter. The diurnal effects
on air temperature and backscatter are st rong.  Therefore, in the late winter, spring, and

carly fall, variabilit ies in the backscat ter level of t hinice should be int erpreted wit h care;
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the backscatter variations could be a response to the thermal environmaont. For consist ency
in view of the diurnal effects and corresponding temperature changes, data in ascending
and descending paths should be separated in the data interpretation of sca ice geophysics.
Furthermore becanse of the correlation of backscatter with temperature [Nghiem et al.,
1997¢], backscatter changes can be exploited to study the corresponding changes in ar and

ice temperatures.
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5 Retrieval of Thin Ice Thickness

Recent analyses of polarimetric SAR observations of sea ice clearly shows variat ions in
backscattering signatures with apparent ice thickness, where the apparent thickness is esti-
mated from ancillary data and contextual informationinthe SAR imagery itself. Although
the datasets examined here have yet toinclude direct in-situ observations of the actual ice
thickness, the evidence for signatures variations of useful magnitude over roughly the range

of geophysically important ice thicknesses is compelling.

5.1 L-Band Polarimetric Observations

Winebrenneret al. [1995] studied the variations in backscattering signature at 24-cm wave-
length. The observed signature variations are not, easily explained in terms of conventional
modeling of sea icc backscattering, but they have shown that an interaction mechanism

directly involving reflection from theice-water interface and scattering from the air-ice in-

terface can explain the observations. Moreover, this explanation of the signature variations
indicates a potential for direct sensing Of the thickness of undeformed new icein the thickness

range 0-50 cm using 24-cm wavelength SAR.

The copolar phase of the backscattered signal depends primarily on the range to the target
area. The difference betweenthe phases of signals inthese two distinct backscattering
measurements, however, is characteristic of the scattering process that givesrise to the
signal. The copolar phase is typically defined as the (inean) difference in phase between
HH- and VV-polarized backscattered signals. Figure 10 [Winebrenner ct al., 1995] shows
copolar ratios and phases at, 24-cm wavelength (L-Dand), as functions of incidence angles,
for several distinct ice types, as observed with the JPL ATRSAR in the Beaufort Sea during
1988. Multivear ice and (apparent ly) t hick first -year ice display copolar ratios near t hose
expected for scattering from a small-roughness surface bounding effectively infinit e t hick ice.

The corresponding copolar phases cluster around a constant reference value, taken here on
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theoretical gronndstobezero (ICg U (S, Two di flerent regions of apparently t hin, new seaice,
however, display very (Iiff” Cr([it, signatures. One leadarea shows copolarphases approximately
15° less than the reference value (i.e., negative copolar pha ses), together with copolar ratios
intermediate between those expected, and observed, f or thick ice and open sea water. A
secondarea from apparently thin first-year ice shows copolar phases 25° above t herefere nce
value (positive copolar phases) and copolar ratios dlightly below those of thick ice. Although
the correlation of HH-and IW-polarized returns for new ice are lower than for thick ice or
water, the difference between newice and other signatures exceeds the uncertainties in their
estimation. Moreover, observations of leadsin Antarctic packice show [ Winebrenner, 1996]
several examples of leads containing ice of two different ages, evidently due to distinct opening
events; the apparently younger ice shows negative copolar phases, whereas the neighboring,
apparently older new ice shows positive copolar phases (again, relative to nearby, apparently
thick ice). Thus observations inthe two polar regions show new ice types with copolar
ratios and phases strongly different from either open water or thick ice. The variation of
signatures with apparent thickness suggests a non-monotonic relation, making it essential to

understand the variation physically in order to infer ice thickness from observations.

Anexamination Of permittivity, permittivity fluctuations, and roughness of new seaice indi-
cates scattering from the rough air-ice interface to be the dominant source of backscattering
from this ice type [ Winebrenner et al., 1992]. However, neither classical rough surface scatter-
ing (assuming an infinite depth of material beneath the rough surface) nor volume scattering
models appropriate to sea ice readily predict non-zero copolar phases. This apparent con-
tradiction of observations can beresolved by noting that 24-cin radiation can propagate far
enough into new sca ice to be partly reflected back up from t he ice/wat er t ransit ion zone;
part ially coherent interference between up- and down-going wave fields in the ice is t ranslated
across t he rough air/ice interface into the scattered fields in accordance witht he boundary
condit ions at that interface. Variat ions in t his interference wit h varying t hickness lead to
varving values of copolar rat ios and phase that di fler from t hick ice or open water values.
Random variations in ice thickness over SAR pixels diminishes, but does not eliminate, this

interference. (It is very important, though, t hat the backscattering observations notbe i~V(r-
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agedover thelarge bandwidths con [110117 inground-basedradarsvstems  t his does average
out all of the interference upou which the signature variation dopends. ) Quantitative pre-
dictions of copolar ratios and phases, as functions of mean ice thickness, show variations of
the magnitude observed without tuning parameters in the signature model [Winebrenner et

al., 1993).

Morcover, the predicted trajectory of copolar phase and ratio with increasing thick ness is
single-valued thus a time-series observations of polarimet ric backscattering, with proper
temporal resolution, should be sufficient to estimatenew ice thickness. Note that suchan
estimation would be based on physics directly involving ice thickness, and not on observation
of any proxy for thickness such as ice typeor theice surface condition. Clearly the next,
urgently necessary step in developing polarimetric thickness estimation is a quantitative
test of our understanding using polarimetric observations (of sufliciently narrow-bandwidth)
and direct, in situ observations of ice thickness. Airborne polarimetric SARs arc excellent

platforms for collecting data for pursuing such experimental work.

5.2 Combined C- and L-Band Polarimetric Observations

Kuwok et al. [1995] demonstrated in one case study that the thickness of thinice could be
retrieved using a neural network trained with results from a scattering model. The results
from their polarimetric scattering model secem to explain a large part of the variability of thin
ice signature extracted from the JPL polarimetric AIRSAR observations. Realistic properties
of the sea ice were used in their modeling effort. The details of the scattering model, which
accounts for layer effects on both volume and surface scattering mechanisms, can be: found in
Nghiem et al. [1995b]. The modelwas verified wit h radar measurements of laborat ory grown
ice [Nghiem et a ., 1997a, Nghiem et (da., 1997c]and Arctic seca ice [Nghiem etal.,1995a].
This represents an attempt to integrate the knowledge from laboratory measurem ents, model
calculations, and results fror n field programs to retrieve ice thick ness from remote sensi ng
data sets. In their study, several lCads with thin ice were identified using ancillary in formation

and co- incident passive microwave observat ions.  T'he basis of their algorithm was to first
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mask out potentially confusing thick ice signatures and focus the ret rieval process on open
lc:ads where there is a higher likelihood of finding thinice. This by no means an operational
algorithim but an experimental approach. The results for ice thickness derived from JPL C-
and L-band polar imetric SAR data are presented in Fig. 11 for thinice innewly open leads

in a Beaufort sca ice scene.

5.3 Low-Frequency Passive Sensing of Ice Thickness

It is advantageous to combine active and passive microwave data to approach the problem
of thickness retrieval for thin sea ice since the mechanisms responsible for active and passive
signature of thin sea ice are different. Hence, the information contained in active and passive
data regarding ice thickness are complementary. In this respect, we consider brightness
temperature measurements with passive radiometers for their sensitivity to the thickness of

thin ice.

For passive remote sensing of sea ice, the research undertake by the University of Mas-
sachusetts focused on experimental observations using low frequency microwave radiometers.
The suite of instruments used to observe seaice aa CRREL includes P-band,l.-band,and
S-band linearly polarized radiometers, which were mounted on rigs placed alongside of the
GRF.The prime purpose of the choice of low frequencies to observe theiceisthat these
frequencies tend to penetrate deep into salineice so that changes in observed brightness tem-
perature can be correlated with changes inice thickness during the growth phase. Although
P-baud will penetrate the deepest, it is doubtful that it will beused for passive microwave
remote sensing from space for several reasons including large antennas, radio frequency in-
terference, and severe interaction with the ionosphere. In the followings, we present the case

for L-band and S-band data.

The at tenuat ion coeflicient for electromagnet ic waves propagat ing int o a lossy dielect tic
mixture is given by:

o = @nf /) feossfea)!
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where f is frequency, ¢ is the speed of light in free space, and ( \ﬁ,jf”fh/”((,)” is the imaginary
part of the squareroot of t he relative effective permit tivity, which meastres the loss of elec-
tromagnetic wave energy in the material. We note that o becomes smaller as the frequency
decreases. Since the penetration depth is the reciprocal of the attenuation coeflicient, wave
penetration increases with decreasing frequency, which formsthe basis of the choice of low
frequency radiometers for sea ice observations. Figure 12 shows calibrated S-band (dashed
line)and L-baud brightness temperatures for smooth water (at the left of the figure) and
during initial growth of thesalineice sheet. Note that during growth, the S-band brightness
temperature increases at a much greater rate as theice thickness increases. These observa-
tions are consistent with the formula for the attenuation, and is indeed indicative that S-
and L-band can be used to detect ice that is several centimeter thick. This capability to

sense thin ice types will add value to future satellite remote sensing systems.

23



6 Summary

In this paper, wc examined results of microwave measurerncnts of seaice in t helaboratory
environment to evaluate potential links to airborne and spaceborne remote sensing observa-
tions. Such connections arc essentialin the interpretation of seaice remote sensing data sets.
We have focussed on the thin sea ice type because it IS important to a number of processes
affecting ocean and atmosphere interactions and because it is easily growninthe laboratory

conditions.

We summarize scatterometer measurements carried out during a period of 3 years from
1993 to 1995in CRREL. Comparisons of physical and structural characteristics of labora-
tory grown ice with those of natural sca ice show their similarities. We review results of
C-band polarimetric scatterometer measurements 0f thin ice in view of present and future
aircraft and satellite SARS such as the JPL AirSAR, the Danish EMISAR, the ERS satel-
lites, RADARSAT, and ENVISAT. All these radars operate at C band with a variety of
polarization capabilities.

From laboratory backscatter data of thin saline ice grown under quiescent conditions at
constant temperatures, we suggest lower boundsor limits for remote sensing data because any
perturbation inthe natural sea ice growth will increase the backscatter. On the other haund,
frost flower experiments indicate strong transient (I-3 days) increases in the backscatter of
thin ice; this can be used to detect frost flowers grown on new ice using backscatter history
inremote sensing data. Wet slush layer onthinice due to surface melting or flooding, as
studied iu the laboratory, causes significant decreases in backscat t er; such effects can be
applied t 0 examine backscatter during seasonal transit ions wit h t he appearance of liquid
water on theice surface. Backscatt er measurem ents at t he outdoor GRE facility reveal
st rong diurnal effects on backse atter due t o t hermal eycling of the sea ice volume. This is
import ant for interpretation of satellit ¢ dat a acquired at day and night (¢ .g ascending and

dosceending orbits) because of ¢ ffects of insolation and temperature cyeles.

We also discussed one of the more important problems in sea ice remot ¢ sensing t he re-
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t rieval of ice thickness from remote sensing dat a. We surveved several potent ial met hods for
estimating thickness of thin ice. One is to utilize copolar phase bOtween vertical and hori-
zontal SAR 1¢tilens atLband, whichrelat e to the thickness of thinice (()-5(0) cm)through a
coherent interaction mech anism involvi ng reflect ions from the ice layer int erfaces. The other
method is through the usc of neuralnetwork to derive ice thickness from a combination
of C-band and L-band SA R data trained with a sea ice polarimetric layer model. Finally,
we consider passive measurements a low frequencies (S-band and L-band), which show iu-
creasesin brightness temperatures as theice thickens. Theseare potential thickness retrieval

algorithms which could be used with future satellite systems for seaice remote sensing.
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Figure Captions

Figure 1. C-band backscatter of thin ice grown under laboratory conditions. Capital
letters represent measured data and curves are 1110(1 (1 calculations [Nghiem et al., 1997a]

with a Gaussian thickness distribution with mean thickness from 2.5to12 cnu.

Figure 2. The upper paucls are a pair of KRS-Tiiages showing large openings created
during the observed time iuterval of 3 days. The lower panel shows backscatter of young sea

ice in the opening.

Figure 3. Time-series of ERS-1imagesinthe Arctic showing the evolution of sea ice

backscatter in openings as theice thickens with time.

Figure 4. Sequence of ERS-1images over a12-day period illustrating the growth and decay

of frost flowers in an Arctic leads with the corresponding transient response in backscatter.

Figure 5. The growth of frost flowers with increasing areal coverage during a 3-day exper-
iment in the CRREL indoor refrigerated facility. The white horizontal objectindicated by

the arrow in panel (a) is a10-cm ruler for reference.

Figure 6. Effects of frost flowers on backscatter measured with all frost flowers left intact.
with flower ice crystals removed leaving slush patches on the ice surface, and then with the

slush removed to expose the bareice surface.

Figure 7. Effects of a wet or slush layer formation on backscat ter measured by comparing

backscatter from bareice and backscat t er with slush cover by surface flooding.

Figure 8. Variationsin backscatter caused by diurnal thermal cycling. The close circles are
for backscatter oy, data at incidence angle 0 = 25° and the open circles are for ice surface

temperature T data.

Figure 9. Field experiments for scaice in the Canadian Arctic Archipelago: (a) ERS-1
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SAR scene of the experimental site including the subscene enclosed in t he large upper box
for anearly consolidation surface with thick first-year, lHItiJIX iii, andrubbleicetypes,and
the subscene enclosed inthe Tower box for a late consolidation ice surface with only thin
first-year sea ice; and (b) bivariate plots of backscatter in dB taken at cold temperature for

the horizontal axis aund at warmer temperature for the vertical axis.

Figure 10. (ac) Copolar ratios, phases, and correlation magnitudes for multiyearice and
lead ice; and (d-f and g-i) for two distinct groups of first-year ice samples of apparently

differing thickness.

Figure 11. Retrieval of ice thickness from JPL polarimetric SAR data for young ice in the
newly opened leads shown in the sea ice scene on the left panel. The right panel shows the

derived thickness and theice thick ness distribution.

Figure 12. Brightness temperature measurements at L-band (solid curve) and S-band
(dashed curve) frequencies. Data on the left are for smooth open water and on the right for

the growth phase of thin ice.
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