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ABSTRACT

We present a study on the longitudinal locations, morphology and evolution of the 5-yn hot spots
at 6.5°N latitude (planetocentric), from an extensive IRTF-NSFCAM data set spanning more than
3 years, which includes the date of the Galileo Probeentry. A probabilistic analysis of the data
shows that within periods of several months to even more than a year, there are 9 or 8 longitudinal
areas with high likelihood of containing a 5-pm hot spot. These areas drift together with respect to
System 111 at arate which changes only slowly in time, and they are quasi-evenly-spaced, suggesting
a wave feature. A spectral analysis of the radiance data reveals that planetary wavenuimbers 8,
9 and 10 are predominant inthe data, 10 having more spectral power in several time periods
when the speed was 103.5 m/s to 102.5 m/s, while wavenumber 8 has much more power when the
speed is (99.5 £+ 0.5) m/s. By assuming the Galileo I'robe zonal windspeed at 6.5° N is 170 m/s
(Atkinson et al., 1997), our drift corrections imnply a westward phase speed for the proposed wave.
The wavenumbers and phase speeds can be explained by a Rossby-type wave. Since Rossby waves
arc weakly dispersive, a change in the dominant wavenumber can aso explain the small changes
in drift speed, whit]] are observed to take place sitnultaneously. We take advantage of this to infer
properties of the vertical structure at 6.5° N.



1.- INTRODUCTION

For the last few years, Jupiter has beenintensively monitored from the NASA Infrared Telescope
Facility (IRTF)onMauna Kea, Hawaii, a a variety of wavelengths which include the 5-pm win-
dow in Jupiter’s spectrum. These observations, begun to monitor evolution of the atmosphere in
preparation for the the P/Shoemaker-Levy 9 collision, continued as a means to support the Galileo
spacecraft, both to supplement the science returned from the spacecraft remote sensing instruments
aud to select atmospheric features for forthcoming orbits. We have used this extensive, high-quality
database to characterize the 5-pmhotspots at the latitude of the Galileo Probe entry.

Since the realization that the Galileo Probe entered ahot spot (Ortonet a., 1996), it became
clear that this type of feature warrantedintensive study, both from the ground and from the
spacecraft. Hence, we focused our attention on them, to determine new properties aud to predict
their positions for the purpose of pointing the spacecraft. While at first we thought, these features
formed at random longitudes on the planet,a more careful inspection of the data revealed that,
this was not true once an appropriate drift rate was chosen. |’bus, wepursued a probabilistic
approach in order to assess the chances of succeeding inobserving a hot spot by sending the
Galileo spacecraft pointing command sequences wit h the requited anticipation (frequently, more
than a month in advance). Our probabilistic approach has been successful as a predictive tool for
targeting several hot spots during the course of the Galileo mission, which required a choice of
tining roughly 8 weeks in advance aud pointing 2 winks in advance of the observations. Examples
are the hot spots observed by the Near-Infrared Mapping Spectrometer (NIMS), e.g. Irwin et al.
(1997) and Roos-Serote et al. (1997) aud by the Solid State Imaging (SS1) camera, e.g. Vasavada
et al. (1997).

Ortiz ctal. (1996) presented some of these probabilistic results. By comparing the observed speed
of the probability patternseen at 5 pm with the Galileo Probe wind measurements, they concluded
that boththe pattern and the observed speeds were consistent with a Rossby wave. In the present
paper we show the data, explain the probabilistic aualysis we followed aud present other important
aspects of the hot spots within the time frame of the Galileo mission. We also interpret the results
in terms of Rossby waves and discuss their implications on vertical structure.

For the purpose of this work, we define a hot spot as aregion in Jupiter’s at mosphere whose equiva-
lent brightness temperature at 4.8 jum is greater than 240 K (equivalent to 0.18 W/mn? /um/ster) at
nadir viewing. The hot spots studied here extend from the southern edge of the North Equatorial
Belt(NEB) and into the Equatorial Zone (EZ).Inorder to avoid confusion, we forego referring to
them as NEB or EZ hot spots, but refer to their locations using only the central latitude of our
study (e.g. 6.5° N planetocentric).

2- OBSERVATIONS

Most of the images used herc were obtained at 4.78 pm through the the narrow-band M filter or
at the 4.85-pm position of the CVF filter, using the near-infrared (NIR) facility camera NSFCAM
at the 3-m NASA Infrared Telescope Facility (1 RTF), at the summit of Mauna Kea, Hawaii. For
the narrow band M images, the plate scale used was 0.148 arcsec/pixel and AA= 0.22 yan (fig.



1), whereas for the 4.85 CVF it was 0.301arcsec/pixel and AA/A = 0.04. Oneimage is from
the MIRAC?2 infrared camera on the IRTF, whose resolving power is16% at 4.8 yum, with a plate
scale of 0.39 arcscc/pixel. Several of theimagesare from CA SPIR camera mounted onthe 2.3-m
telescope a Mount Stromlo, using the M filter, centered a 4.8 pm with a spectral resolution of
roughly 0.5 pmand a plate scale of 0.43 arcsec/pixel. The dates covered by the data set analyzed
here begin in December, 1993, and end in July, 1997. A total of 315 images have been used for
the period 1995-199 7 and 14 images for the period December, 1993, to August, 1994. A list of UT
dates of observation: corresponding to the images used here is shown in Table 1.

The seeing ranged from 0.4 to 2.0 arcseconds, except for the December, 1995, images, when the
use of a polypropylene screen on the primary mirror resulted in more degraded images. Most of
the images, however, where obtained under subarcsecond seeing conditions. Forty-one NSFCAM
images at 1.58-pm, from June 1996 to Scptember 1996 have been separately analyzed as well. The
1.58-pm filter is centered at1.58 pmand AA/X = 0.03. The plate scale was 0.148 arcsec/pix.

Observations of early-type stars close to Jupiter were made inthe IRTF Galileo support program.
We Nave yot yet cross-calibrated these against widely acceptedstandards,andthus rely on absolute
photometric calibrations made on only a few dates. Data were absolutely calibrated against BS7525
(v Agl.) 011 Oct. 13, 1 995, and 1] 204 (¢ Cap.),on Oct. 3, 1996. The rest of the data set for
Jupiter was calibrated relative to these observations. Future work will include the cross-calibration
of the nearby early standards, and it should place the radiance observations discussed below on a
firmer footing.

Most of the images inthe period 1995-1996 were obtained as part of the Galileo gmund-based
support program carried out at t he 1 RTF, but other images were obtained in different prograins
(see acknowledgments).

We also used 58 raster-scanned images taken between 1985 and 1991 to perform a similar analysis
as for t he December 1993 to July 1997 period. The images were obtained at the IRTF using a
0.8-pum wide filter whose effective wavelength is 4.8 yminthe same way as the 7.8-pun images
described by Orton et a. (1 991). The spatial resolution of these early images was highly variable,
from a minimum of 2 arcsec (the aperture size) to a maximum 10 arcsec or more.

3.- DATA REDUCTION

Ingeneral, t he data reduction process was standard, but because of the long baseline of this data
set, there were dlight, variations inthe method. For al images, sky subtraction and interpolation
over bad pixels was performed. Flatfielding was applied to some of the images. A few of the
inst ruments, eg. MIRAC2 and CA SPIR, scem to have a very even response across the detector.
The NSFCAM detector, however, does have fine structure in its flat, which will contribute to the
absolute value errors when hot applied. To improve the signal t 0 noise ratio (S/NT), in some cases,
several images were coadded. Finally, some of theimages were deconvolved to improve the spat ial
resolution (for Galileo spacecraft targeting purposes). To deconvolve our observed images (X's), we
used a Bayesian technique, which searches for the ideal nondistorted iimage (Y') by minimizing the
likelihood of XgivenY isknown (P(X|Y)), using a conjugate gradient method and assuming that




P(X|Y)is a Gaussian distribution (sec e.g Pina and Puetter, 1993). The point spread function we
used was a Moffat function (Moffat, 1969), for which a radia profileis:

I(r)=1(0) (1 -t (r/R)?*) P (1)

where 7 is the distance from the central point, 7{(r) is the intensity at distance r fromt he central
point aud R, and §are two parameters that depend on the observing conditions. To conserve flux,
we normalized the Moffat function so that the total intensity 27r [, Io(1 -t (r/R.)?)" Bdr is unity.
Ideally, one would fit the observed star profiles to equation (1) and obtain 3and R, for each Jovian
observation. However, wc could not afford the time needed to look for a close and bright star at
4.8 pm for each Jovian observat ion, anid t herefore we est imated 8 from the general shape of star
profiles at various airmasses and various observing rum aud fixed it to 2. The value of I, was
more sceing-dependent and therefore we estimated it for each Jovian image by the minimum size
of the resolved Jovian features. Fortunately the contrast is very high at 4.8 jun, which alows a
reliable estimation of R..One of our fully reduced, highest resolution full-disk images is shown in
Fig. 2. All images were subsequently projected into a cylindrical map in System 111 longitude and
plauetocentric latitude.

During the analysis, a power law iu the cosine of the emission angle, ji, limb- darkening correct ion
was applied, whose exponent shall be referred to as the limb-darkening coefficient. We empirically
derived the power law by fitting intensity iecasurements at the hot spots as the planct rotated
and the emission angle changed accordingly. The typical limb-darkening coefficient of hot spots is
very high,close to 1.3, higher than that corresponding to cooler regions, which makes not spots
difficult to distinguish) from cooler arcas of the planet when they are close to the litmb. Since the
limb-darkening effect is different for hot spots and colder regions, using a single coefficient for the
whole map isnot strictly valid. Aslong as the spots are not close to the limb, this approximation
is considered adequate, The ideal limb-darkening correct jon would know a prier: whether a pixel
were a hot or cold region and apply the correct coeflicient. It would be possible to apply this
sort of correction based on data from previous nights or observing runs, but this type of a prior:
forcing could bias our probabilistic analysis, and, therefore, we did not attempt to use hot and cold
coeflicients. In addition, the limb-darkening coefficient depends on the absolute intensity of the
feature, which incurs even more difficulty inan accurate limb-darkening correction. Therefore, we
simply preferred to restrict our analysis to points with g higher than 0.4.

Using t he phot ometrically calibrated images obt ained on Oct. 13, 1995, aud Oct. 3, 1996, the rest of
t he maps were relatively calibrated. The reference data were calibrated against t he flux standards -y
Aquila (BS 7525) and ¢ Cap. (I3S 8204), respectively, at closc airmasses (< 0.3 difference). We did
not assume that the total flux from Jupiter was constant in time at 5 gm because of concern about
the effect of large, variable hot spots near the cent ral meridian. Instead, we assumied t hat the belt -
zone structure remained unchanged, and we applied a least squares fit to each map, weighting the
equatorial intensity by a factor of 10, for the calibration factor needed to match a central meridian
dlice, averaged over 20 degrees inlongitude. We found that the belt-zone structure changed slightly
between 1995 and 1996, but that our two reference images provided a good fit to all t he data



4.- UNCERTAINTIES

The error in fitting the limb for cylindrical mapping usualy yields uncertainties of 4:1pixelin the
center of the images, which transates into 0.5° to 10 uncertainty in the final maps at the disk
center. The uncertainty inthe plate scale and orientation of the north pole of the planet contribute
as well, especially for points fat from the center of the disk. For the 1 >0.4 data which we included
in the analysis, the uncertainty is always less than 3°, decreasing with increasing . In general, the
S/N of the hot spots was greater than 100. We had handful of images where the S/h'was very low,
making the limb fitting process more uncertain, resulting in larger mapping errors. For those cases,
we estimate uncertainties of 4-3°at the center of the disk and reaching 100 close to the minimum
i value used here.

The uncertainties in our reference calibrated images is <15%. Thetwo stars have uncertainties
of ~8%. No airmass correction was applied during the photometric calibration, possibly adding
another 3%. These NSFCAM reference images were flat-fielded. When the flat-fielding was not
applied, the values across the disk could be oft’ by ~5%. In al images except those taken before
February, 1995, the standard deviation of the background was included in the error analysis. These
errors were propagated through the central meridian scaling calibration. The complete data set has
an average error of ~20% in the equatoria region. We note that the absolute calibration errors of
not spots and belts is lower than this because the signal to noise is higher, with an error of ~1 .5%.
Finally, there is an error arising from our limb-darkening correction, which we estimate to be ~5%
in our restricted range of i, resulting inan average error of ~20% for these analyses.

5- PROBABILISTIC ANALYSIS AND RESULTS

The rows within the latitude range 3.5°-9.5° N in each c¢ylindrical limb darkening corrected map
were added to average the brightness within the area typically covered by the hot spots in the
poorer-resolution data sets. For this analysis we decided to degrade the resolution to make all
the data comparable, rather than selecting only the ]ligli-resolution images. The resulting one-
dimensional arrays (intensity versus longitude) are referred here to as “calibrated scans”.

Inorder to test our absolute calibration, we also generated a different set of scans, which we call
“normalized scans”. These scans were normalized so that the maximum value in each scan is 1.

There is aways at least one hot spot in each scan, which takes the intensity 1 at its hottest area.
We used and compared the results from both calibrated and normalized scans.

Inthe scans, the hot spots were defined as a feature with an intensity higher than a so-called
“threshold value’. The threshold for t he calibrat ed scans was 0.18 W/m? /uam/sr,or 240 K. For
the stall-llorl[]alizatiC)l~ technique, the threshold was set to 0.7 for most of the investigation, unless
otherwise noted. The scam cau be corrected for drift with respect to System 111 by selecting a
particular rotation period (corresponding to a chosen drift speed) and translating the System-111
longitudes of each scaninto the System-111 longitudes that the scan would have at a particular date
and time. Qur systems of longitude are based on different rotation periods t han that of System 111,
butt hey coincide with System 111 at a reference date, which we have taken as December 7, 1995,



at 22.1 UT (the Galileo-Probe entry date and time).

For each particular drift-corrected longitude, the probability of finding a hot spot was computed
as the number of scam in which the intensity at that longitude exceeded the threshold, divided by
the number of scans that covered the particular longitude. In addition, a “mean brightness” was
computed as the sum of the intensity at that longitude in al the scam divided by the number of
scans that contained the longitude. Therefore, this is a magnitude describing the time-averagecl
brightness. We determined drift speeds by looking for the speed that gave the highest probability
peaks. The initial value was estimated by aligning excerpts of the maps by visua inspection, as
shown in Fig. 3.

For the probability aud averaged-brightness analysis we included only two images per observing
date in order not to bias the analysis, because using a different number of maps per night on
different nights could give unrealistic weights to some areas. We used severa subsetsof the data
covering different periods of time, as well as a combination of all the data in the probability and
averaged-brightness analysis. Using all the data from December 1993 to July 1997, t here is weak
indication of any preferred locations for the hot spots for any choice of the zonal drift correction
value. As an example, we show (fig. 4) the probability of finding a hot spot versus longitude in a
system that rotates at 103.5 m/s faster than System 111, as well as the mean intensity. The plot
includes al the data from December 1993 to July 1997 aud the speed used corresponds to the drift
speed we measured for the I'rolm-entry 5-pmhotspot. Fig. b shows the same for a 99.5 m/s
system.

However, using shorter time periods there are areas where the probability of finding a hot spot
is high in a drift-corrected system. Since the best time-sampled period corresponds to January-
September 1996, we have included the analysis of that period alone, both using calibrated scans
(fig. 6a) and normalized scans (fig. 6b). The wavy pattern is more clearly scen in fig. 6 because
the analysis was restricted to points with ¢ > 0.7 for which the uncertainties discussed in section
4 arc low. There are 8 peaks with mean angular separation of ~45°.

Also, the January-December 1995 period is well-sampled aud has been separately analyzed (fig.
7), I'here are 9 or 10 probability peaks, apparently one ortwo more thau inthe period January-
September 1996, and the grjfy speed is higher than that for January-September 1996 (by 3.9 m/s).

We conclude from analyzing these data sets that the speed of the hot spot system relative to System
111 changed a maximum ~4 % within more than three years and also that the number of peaks
changed in that period of time. If the meanspeed of the features changed by as little as 2 m/s,
there would be a change 1n drift rate of ~ 0.1°/day or 36° after one year, which could blur most of
the peaks when using data sets more than a year long. Therefore, we can see peaks ouly if we use
data over a period less than a year long, provided that the meau speed does not change more than
1-2 m/s. If we usc a very long time baseline, the peaks become blurred. This. indeed, happens
when we combine the entire data set from December 1993 to July 1997. We have verified this
by using 58 cylindrical maps generated from raster scanning hmages (see €& Ortonetal. 1991),
covering the period from 1984 to 1991. There are no clear peaks at any constant speeds in the
range 80 to 120 m/s. One might think that by using a time-dependent drift speed correction, wc
should be able to keep track of the probability peaks. This is not the case: we find that not only



does the speed change but aso the number of probability peaks, preventing a continuous track of
the peaks (sec sections 6 and 7).

High spatial resolution red and NIR continuuimn images revea that regions of exactly t hesame
morphology as the hot-spots 4.8 um are very dark (see fig. 2 of Orton et a., 1996 for a comparison
of a Hubble Space Telescope 9500-A image and a 4.8-pm NSFCAM image), although the converse
is not true: not all the dark features secn at red and NIR filters are bright at 4.8 jun. Based on
the anticorrelation at 4.8- and 1.58-pum images (bright 4.8-yumn areas are dark 1.58-yan areas), we
used 41 of them and performed a similar analysis to that at 4.8 jm, using normalized scans.In
this case, the probability of a given area being bright has minima at the 5-pm hot spot sites, as we
would expect based on the anticorrelation mentioned above. A total of 41 normalized scam have
been used for the analysis of the period from January to September 1996, confirming the existence
of the same peaks we see at 4.8 jm.

The historical observations of these featuresinthe visible recognized their prominence, and drift
plots of their locations (e.g. Fig. 9.3 of Rogers 1995) show similarities to their 5-pum appearance:
their quasi-periodic, but often asymmetric, spacing in longitude, as well as their time-variable
number around a full circumference of the planet. Rogers (1995) aso comments on the historical
record of these “dark NEBs projections” as often having lifetimes of months. with a faded feature
reappearing in the same location. He also comments that there has been little observable inthe
way Of general patterns or principles governing their time-dependent behavior. One exception is
the fairly well-docl]]l1ellt(~cl history of their disruption by the passage through the NEB of vigorous
and turbulent active fronts marked by the appcarance of white spots or streaks near the middle of
the NEB, known as “rifts’. Finally, Rogers notes that the drift rate associated with features near
the prograde jet at 7°N (tile “North Equatoria Current” ) has a velocity which is slowly varying
with time and has typical values close to, although slightly above, those which e report, i.e in
t he 103- 108 /s range (sec his Table 9.1).

Since red-NIR CCD observations Of Jupiter are being obtained regularly by several groups and
observatories, a probabilistic or a spectral analysis should give similar results to those obtained
here. We encourage other groups with long-term coverage of Jupiter in the NIR to performsimilar
analyses.

6.- SPECTRAL ANALYSIS OF THE WAVES

Since the shape of the probability plots resembled a wave, we carried out a detailed scarch for
periodicities in all of our scans. We generated a large file by appending all the drift-corrected
scansinsets of 360 degrees inlength and performed a spectral analysis of the data obtained within
differenttime periods. Since the data arc unevenly sampled in longitude we used Lomb’s peri-
odogram (Lomb, 1976), and therefore, we obtained normalized spectral power density as a function
of frequency (in cycles per degree of longitude) which we translated into planetary wavenumber
(number of wavelengths in one planetary circumference). It was remarkable that we found ex-
tremely high powers for integer planetary wavenumbers, and the peaks were very sharp, clearly
above the 99% significance level. AS anexample, we examine here the spectra of the two inter-



esting, well-sampled periods discussed inthe probabilistic analysis. A detailed description of the
3-year temporal evolution is summarized in the next section, and in table 11.

For the period January-September 1996 using the 99.6 m/s speed we found that there were two
main periodicities: one at wavenumber 8 and a much weaker one at 9 (fig 8). For the period
January-December 1995, using the 103.5 m/s speed we found a clear periodicity at wavenumber 10
(fig. 9). ‘This could mean that the waves are dslightly dispersive, something that is confirmed in the
temporal evolution section below.

Since the waves move at about 7.1 degrees/day, they complete a circumference in 360/7.1 ~ 50
days. Therefore, we do not expect to sec a very large change in the spectral power of any given
wavenuimber within time periods much shorter than 25 days. Thus, we performed the time evolution
analysis in two-month time steps.

7.- SPEED AS A FUNCTION OF TIME WITHIN 6-MONTH INTERVALS

The speed of the waves can be finely tuned by selecting the speed that gives the frequency closest
to 8,9 or 10 wavenumber, and the nighest spectral power. We can therefore obtain the drift speed
as a function of time. We usually obtained integer wavenumbers with a precision of 4 ().01 when
using ~ 20 scans and #: 0.001 when using sets of ~100 scam. The drift estimations made this way
were usualy very close to those obtained by looking for the speed that gave the highest probability
peaks. We used 13 data sets of six-month intervals shifted by two months.

The derived drift speeds are therefore representative of the middle or the last days of the periods.
Table 11 lists the different wave speeds and wavenumbers with their spectral power as a function of
2 month intervals.

When there are wavenumbers of comparable power, the “mean speed” is not easily found. As a
general trend, using speeds closer to 102.5 m/s, the spectral power of wavenumber 10 increases,
whereas using 100.5 m/s or 99.5 m/s the spectral power of wavenumber 8 increases. Thereare a
few cases in which one of the wave modes overwhelms the others (last rows ont able 11). For those
cases the speeds 99.5 m/s for wavenumber 8 and 102.5 m/s for wavenumber 10, gave the highest
spectral power. That is consistent with slightly dispersive waves, which travel at slightly different
velocitits, depending 011 the wavenumber. Thus, by picking the right velocity for a wavenumber, its
spectral power increases, whereas another periodic feature with different wavenumber is somewhat,
blurred by using aspeed that is slightly off’, causing a dw.-tcasc in spectral power.

As scenin Table 11, the planctary wavenumber we observed the most was 8, corresponding t0 a
mean speed close t0 99.5 m/s. As shown inthe table, changes in the dominant wavenumbers took
place on several occasions.

In the period December 1993 to August 1994, for which we do not have enough data to do a 2-
month by 2-month analysis, the spectral power shows apeak at planetary wavenumber 8 and a
smaller one a wavenummber 15, using a drift rate of 101.5 m/s. Speeds lower than that by just 0.3
m/s result in a loss of spectral power. Using a higher speed, eg. 102.5m/s,the maximum power
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is less thau that at 101.5 m/s and takes place at wavenumber 8 as well. There is a smaller peak at
15 that increases in spectral power as we approach 104.5 m/s where it reaches its maximuimn. This
is, again, consistent with the dispersive properties aready discussed. The low number of images
we have for this period (only 14) does not allow us to compute very accurate drift rates t )ased on
the probabilistic approach, but we can estimate that the highest probabilistic peaks are obtained
between 101.5 m/s aud 100.5 m/s.

Concerning the raster scan data, from 1985 to 1991, we have less than 13 maps per year, on average,
they arc of low spatial resolution, the navigation is worse and, thus, we might expect much less
conclusive results. Arranging the data in groups of maps close intime, the data from August 1985
to October 1985 show a peak at wavenumber 7 for 14 maps aud 102.5 m/s, athough it is below the
99% significance level. The data from June 1987 to January 1988 show a peak at wavenumber 4,
for 13 scam at 100.5 m/s, although it is below the 99% significance level. The data from October
1988 to March 1989 show nothing conclusive (12 sc.ails) and the data from September 1989 to May
1990 show nothing conclusive (9 scans).

Just prior to the compilation of these results we became aware of work by Barrington et al. (1996)
who searched for waves inthe 5-pm wiudow using mosaics of PROTOCAM images taken in 1992,
Their search for waves began by searching for periodicitiesin individual cylindrical maps (with full
longitudinal coverage), averaging of spect ral power followed by a sinusoidal fit to the wavenumber
of maximum averaged spectral power and a subsequent search for the speed which accounts for the
different phases they were obtaining indifferent nights. This approach is basically equivalent to
ours, although we shifted the scans in advance and did not carry out auy averaging. Their results
for the latitude we are concerned show a wave of wavenumber 10, and aspeed of 104.5mn/s+ 0.5
m/s, for the first half of 1992. As they used only 19 maps and possibly because of their averaging
technique to compute power spectra, they did not find several propagating modes with different
wavenumbers as we did. Their speed IS very close to the 103.5 1 /s derived by US for epochs when
the wavenumber was predominantly 10. other coincidences with Harrington et a. (1996) are
that they used a similar approach to correct their maps for limb darkening. They used a p9-!
dependence, with d=2.25, while our d would have been 2.30. They report not using data 45 degrees
away from the central meridian (whichis closc to our p cutoff) aud therefore their data analysis
was similar to ours, although their database was nore limited in time aud spatial resolution.

8- MORPHOLOGY AND LIFETIME OF HOT SPOTS

As shown in a movic presented by Stewart and Orton (1997), and summarized in Ortonet a. (1 997),
the Probe Entry Site (PES) hot spot evolved in a complex fashion, it sometimes got dimmer, it
brightened and it even became double (or in other words, it split) somewhat erratically. Nevertheless
there seemed to be a trend of increasing bright ness after September 1995, that peaked a few weeks
after the probe entry (Ortonet a., 1997).

The evolution of the brightness temperature of another hot spot as a function of time is depicted
infig. 10. For this plot, the brightness has been averaged over a region 8° by 6° in longitude aud
latitude respectively, around the hot spot longitude-shifted location. Points with g smaller than
0.7 were rejected. The speed was varied as afunction of time in order to keep the spot centered.
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We used 103.5 m/s for the period March 1995 to December 1995, 100 m/s from January 1996 to
May 1996, and 99.5 m/s from June 1996 to July 1997. Error bars are 20% of the radiance,

As can beseen, the hot spot brightness reached its maximum about ~ 300 days after we started
tracking it, around 252 K, athough the core of t he hot spot must have reached ahigher temperat ure,
as weare plotting averages within an area 8° by 6° wide.

The highest peak temperature we have ever recordedin al the observed hot spots was 276 K, but
NIMS has recorded even higher temperatures (Carlson et a. 1996, Roos-Serote et a., 1997) most
likely as a result of the higher resolution obtainable with NIMS and possibly because of different
absolute calibrations. From the stat istics of the 315 images analyzed here, the mean latitude
where the maxima are reached is 7.3° with a standard deviation of 0.9°. The averaged maximum
brightness is 0.39 W/m?/um/sr with a standard deviation of 0.11 W/m?/um/sr. Although it is
highly unlikely, our algorithm for detection and interpolation over bad pixels may have contributed
to lower our peak tempcratures.

Concerning the evolution of other hot spots, we could see a variety of behaviors. On some occasions,
we can even see two separate hot spots approach one another and possibly merge. The number
of hot spots is amost always higher than 1() or 11, whereas our number of probability peaks is
less than those figures. In that sense, the number of arcas where the probability of finding a hot
spot is high seems to represent the higher power wavenumber of our proposed wave, and therefore
the wavenuinber does not coincide with the actual number of hot spots. At least part of the
merging and splitting phenomena could bethe result of interaction (or birth) of different wave
modes (wavenumbers) which move at slightly different speeds. Some of the hot spots may “belong
to a wave’ and some others belong to a different one with a different, wavenumber. Sometimes a
set of evenly separated hot spots seems to encircle a full hemisphere of the planet, while another
set of hot spots are closer together in the other hemisphere and thus represent a wave of higher
wavenumber in that hemisphere. This could aso explain the fact that some hot spots seem to move
a little faster than others, when we track themindividually.

Alt hough the morphology evolution is complex, most of the hot spots seem to show a “mature”
phase in which they are large (severa degrees wide in longitude and about 3 degrees in latitude),
wit b a hot narrow festoon extending south and westward from the east ernmost edge, t ilted about
30°, much like the hot spot captured by NIMS or the SS1 during the fourth (Europa-4, or N-4) orbit
encounter (sin, for example, Roos-Serote et a. 1997, or Vasavada et al. 1997). At this mat ure
stage they also have tail-like feature extending northward of the northwest edge (fig. 2).

9.- TOTAL AREA COVERED BY HOT SPOTS

Ortonet al. (1996) estimated that the total area covered by 5-um hot spots was < 1% of the
planct. For the hot spot definition here (brightness temperature higher than 240 K) more detailed
calculations show that about 98 to 328 squared degrees are occupied by the 7.3° hot spots, depending
on the maps we use and on the liml)-darkening coefticient we apply. This represents 0.1 to 0.5% of
the area of Jupiter (fig. 11).
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10.- DISCUSSION

The large areas that we track from the ground could be the result of au organized circulation
pattern. Vasavada et al. (1997) have tracked clouds moving northeast toward a hot spot using
SS1 images. They infer an anti-cyclonic vortex between the equator aud NEB. Based on Voyager
aud Hubble Space Telescope images, Beebe (1997) has previously proposed a series of such vortices
surrounding the equatorial region which could account for the nearly evenly spaced nat ure of hot
spots. The clearing of the clouds which is associated with hot spots may be the result of shearing
between the vortices aud NEB, although no observations to date have tracked clouclsfully arouud
these proposed vortices.

Rossby waves could be the organized circulation that we observed because visual and thermal
features can be expected to trace the oscillations of some combination of the temperature, the
geopotential and the vertical motion fields associated to the waves. Inthe past, wave propagation
has also been suggested (Smith et al., 1979, Mitchell et a. 1979, Huut et al., 1981) to explain
the 11-13 plumes observed during Voyager encounters. If we adopt 160 m/s as the mean jet speed
(), just 10 m/s less thau that measured by the Galileo probe (Atkinson et al., 1997), but still
within their errors, the Rossby wave would move at 103- 1602 - 57 m/s. As secuin table I, the
high-spectral -power planctary wavenumber was 10 at the time of probe entry.

In order for Rossby waves to account for a phase speed (relative to the mean zonal wind) of -57
m/s(c — >~ —57 m/s ) and a wavenumber = 10, using the dispersion relation of a midlatitude
Rossby wave as found iu eg. Gill (1982) we have:

. 4]
— U= e 2
T T T me N2 (2)

then, I? 4m? f2/N?=5.9410" 1117

In (2), ¢ is the wave phase speed, @ IS the mean zonal wind, 3 = df /dA, f isthe Coriolis parameter, A’
the buoyancy frequency and &, 1, m are the zonal, meridional and vertical wavenumbers respectively.
Using 1°-t m? £/ N'derived from the dispersion relation aud changing the wavenumber from 10
to 8 we obtain an increase of ~5 m/s in the westward specd, which is very close to the observed
increase of ~4 m/s in our data. The result would be 7 /s if weused 180 m/s as thenean jet
speed. The changes iu the drift-correction we needed to apply to our scam could also be due to
changes in the jet speed. The jet speeds are currently thought to have beenthe same for mauy
years, butchanges of only afew m/s are difficult to rule out. Regarding 1 aud m, if we assure that
the cont ribution of the vertical wave is small, then, the meridional wavelength should be about
4000 km. If we assumne that the contribution of 1 is small (tile meridional wavelength is large), the
vertical stratospheric wavelength would be about 80 km (for the value of Nused here, 1072 s),
or a few Joviau scale heights, consistent with the larger component of the temperature oscillations
scen at equatorial latitudes by Lindal et al. (1981).

Although the dispersion relation strictly applies to midlatitudes, it should notbe far from the
behavior we would expect at 6.5° where the Rossby number is not as small as inmidlatitudes. A
more sophist icated study of Jovian eguatorial waves, based 011 linear perturbation of the momentum,
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cent inuity and energy equations was carried out by Allison (1990), alt hough he neglected shear,
forcing and dissipation. Allison presented a model of Jovian equatorial waves with discussion of
their possible dispersion propertiesand vertical structure, applied to the 11 - 13 equatorial plumes
seen by Voyager (Smith et al., 1979), which he argued could represent a Rossby wave of planet ary
wavenumber 11 -13. No “act ive” plumes were observed during the time period discussed here, but
the active plumes scen by Voyager were always next to dark-continuum features, which are the hot
spots seen at 5 pm. Although we do not think the number of plumes or the number of hot spots
represent the act ual wavenumbers, the t rest ment by Allison (1990) applies to the wave phenomena
in general, not necessarily to the plumes. Using Allison’s dispersion relation for Rossby equatorial
waves, the -57 mss of our proposed wave is matched with wavenumber 10, meridional index j=1and
using an equivaent depth(h) of 2.2 km, which translates into a vertical stratospheric wavelength
of a few Jovian scale heights, depending on the exact value of the static stability parameter. This
is very close to our analysis of midlatitude Rossby waves, and this is compatible with at least part
of the oscillations seeninthe vertical pressure-ternperature (P-T) profiles at equatorial latitudes
from Voyager by Lindalet al. (198)). Latitudinal trapping of Rossby waves at the latitude of
the probe entry is very effective for the equivalent depth suggested here, as canbescenin fig. 4
of Allison (1990). The temporal change in phase speed is also accounted for by using a change
in wavenumber 8 to 10. For k= 2.2 km, the change of speed would be5in/s, just 1 m/s more
than the ~ 4 m/s chauge observed. If the zonal jet speed were 180 m/s instead of 160 /s, the
required equivalent depth would be 4.5 km, still withintherange of plausible values. According
to Allison's growthrates for waves with different wavenumbers, the growth rate for a k=9 Rossby
Wave maximizes at all equivalent depth Of about 4 km. However, for these values Of y, the change
in speed asociated to a change of wavenumber 10 to 8 would be 10 m/s, a factor of 2 nore than
observed. Since the vertical structure is coupled to the value of h, it is likely that h itself has a
strong longitudinal dependence, because the vertical structure is obviously not the same at plumes
aud hot spots. This could argue for several wavenumbers present, not only one, and indeed this is
observed in our analysis.

Another interesting characteristic of Rossby waves is that the vertical motion field of the wave
(w) could be such that w is less than zero at the hot spots and higher than zero at the plumes,
which could explain the hypothesized deep downdrafts at hot spots and updrafts at plumes. Since
plumes are always between hot spots, they could possibly be 180 degrees out of phase with respect
to t he hot spots. The magnitude of the downward velocity, can only be determined by solving t he
entire set of perturbed momentum, continuity and ecnergy equations, but since the magnitude of the
perturbation of some of the meteorologic variables secins to be of the same order of the averages,
by linearizing the pert urbed equations we only get a crude approximation to the actual problem.
A more complete study would require solving the nonlinear perturbed equations, including shear,
forcing and dissipation.

Very recently, Deming et al. (1997) have aso claimed the need for Rossby waves to justify their
thermal infrared propagating features. The structure seenintheir 7-13 jin channel (which is
influenced both by temperature and cloud fields) moves with aproximately 130 (+)26 m/s. It is
worth noting that their spatial power spectra has a maximum at wavenumber 7 - 8 although they
have components iu the interval 1 to 10 wavenumbers.

Fisher et al.(1997) have shown power spectra of their retrieved tropospheric temperatures, with
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important components wit hin wavenumbers 1-10, which propagate very slowly with respect to
System 11 I. A much simpler analysis of this question was addressed by Ortonet a. (1994) for
similar data, who found the temperature waves to be moving slowly. These results persist up to
temperatures near the 250-mbar level and higher, where the influence of cloud opacity was low and
any zonal periodicity in the cloud structure is unlikely to impose itself on the temperature field. A
comparison of the5-pm hot spot locations and the locations of peaks or troughs of waves in the
tropospheric temperature field shows no correlation at all (Orton et a., 1997).

One can wonder whether we could sec wave-like phenomena of the same type at comparable latitudes
in the southern hemisphere. Considering that the jet speed and even the vertical structure are
different, we do not necessarily expect to see these same phenomena. Nevertheless, in the nineteenth
century, the SEBn was highly disturbed, and the NEBs was quiet. According to Rogers (1995),
who compiled drawings of Jupiter from historical records, the SEBn features were much like the
ones we observe on the NEBs today. The only notable difference from today’s NEBs features was
the spacing, which might imply a different wavenumber in these feat ures.

11.- IMPLICATIONS FOR THE VERTICAL STRUCTURE

From the analysis above, we derive an upper limit for the equivalent depth (%) of about 4 km
and a lower limit of 2.2 km, using the most updated speed of the deep zonal winds measured
by the probe (Atkinson et al. 1997), although values of k ¢loser to 2 km ate favored by the
slightly dispersive properties of the wave phenomena that we found. Using a four layer vertica
structure as proposed by Allison (1990), a stratospheric layer (A) with large stability, a slightly
stable tropospheric layer (B), a clearly subadiabatic layer (C) and a purely adiabatic layer (D), we
can gain some insight on the real Jovian atmosphere. If we assume that h is 4 kin, there must be a
fayer BwithI'/g << 1 km (where I’ is the static stability parameter), which means that there is a
very dglightly subadiabatic regionor the vertically propagating wave would not exist. The vertical
temperature profiles obtained by Lindal et al. (1981) show that there could be a layer matching
these characteristics, located at the levels of the ammonia cloud, that is, at about 300-700 mbar.
The zonal propagation of a Rossby wave requires the presence of a stable layer or duct layer (which
we denominate C)where the wave is trappe d. Although most of the investigators have proposed
that the stable layer is a water cloud layer, where the lat ent heat release is causing the subadiabat ic
profile needed, there might be other possibilities for stab ilization, such as radiative processes. A
stable layer is observed in the P-T profile by the atmospheric structure instrument of the Galileo
probe (Stiff et al., 1996). It extends from at least 5 to 14 bars. We do not know t he t hickness of
this layer, but it is at least 2 or 3 scale heights. Calculating the static Stability I'/¢ from the P-T
profile by Seiff et a., we get 6.5 km and using h=4 km toget her with equation 22 of Allison ( 1990)
wc derive a thickness for the stable layer of 0.8 scale heights. This is about a factor of 2 too small,
but we mustrecall that equation 22 of Allison holds only for combined thickness of the Band C
layer much larger than the thickness of Layer C, which isnot the case. A decper, fully adiabatic
fourth layer (ID) would be required as well. Although we clomnot have any observational evidence
of it, convection is thought to be the only means of heat transport deep in the atmosphere and
therefore, we expect an adiabatic profile there.

Other constraints on the cloud structure obtained from our study are related to the center-to-limb
behavior of the 5-m outgoing radiance. The fad that the limb darkening is higher for the hot spots



than for the rest of the planct and its exact value can tell us something about the cloud structure,
but this needs detailed radiative transfer modeling which we defer to future work. All hot spot
radiative transfer models should fit this constraint of having a strong limb darkening coefficient,
close to 1.3, with higher temperatures having higher coefficients.
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12.- CONCLUSIONS

Within periods of several months to a year, thereare quasi-evenly-separated regions that move
with speed ~ 100 m/s with respect to System 111 and where the probability of finding ahot spot
is considerably higher than intheirsurroundings. The time-averaged 5-yun brightness has peaks
there as well. This speed changed slightly as function of time (a maximum 4 %in three years).
These oscillating patterns of probability resemble a wave and motivated a detailed spectral study
of propagating features in our data set, which reveals that wavenumbers 8, 9 and 10 are present
most of the time in the data, with different spectral powers in different dates.

Rosshy waves can explain the speed of these features compared to the in situ zonal wind measure-
ments made by the Galileo Probe at a time covered by our data (Atkinson et a., 1997 ). They
can also explain the observed wavenumbers and the change of speed with time can be interpreted
as changes in the predominai power of wavenumbers 8,9,10, whichcan lead to a change of the
westward Rossby phase speed, because of the dispersive nature of Rossby waves. Hot spots are
well-described as a superposition of a few Rosshy waves of several wavenumbers traveling along
the planet at slightly different speeds, depending on the wavenuinber. This can explain most of
the phenomenology seen when tracking single hot spots, althoughthe mechanism which power
different wavenumbers are not yet conclusively identified. Their dightly dispersive properties give
us information on the Jovian vertical structure which is compatible with the atinospheric structure
measurements by the Galileo Probe (Seift et a., 1996).
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FIGURE CAPTIONS

Fig. 1. Narrow-band M filter transmission superimposed to a Voyager IRIS spectrum of a typical
Jovian belt.

Fig. 2. A typical fully-reduced high resolution narrow band M image of Jupiter obtained on
September 6, 1996, at 7:48:24 UT. The image is shown in false color and has been stretched
logarithmically.

Fig. 3. Drift and limb-darkening corrected cylindrical maps at 13.5° to -0.5° for the dates labeled.
The drift correction applied is 103.5 m/s. As can be seen, bright features align quite well in the
vertical, meaning that the drift rate is a good estimate, which canbe refined by the probabilistic
analysis discussed inthe text.

Fig. 4. Probability of finding a hot spot in the period December 1993 to July 1997 vs. longitude in
a system that rotates at 103.5 m/s respect to System 111, Systemn 111 longitudes and this system’'s
longitudes coincide for the date of Galileo Probe Eutry (December 7th, 1995 at 22.1 UT). Also
plotted is the mean 4.8-um brightness vs longitude.

Fig.5. The same as fig. 4, using 99.6 m/s.

Fig. 6. (@) Upper graph: Probability of finding a hot spot inthe period January 1996 to September
199¢ vs longitude in 5 system that rotates at 99.¢ m/s respect to System 11, using calibrated scans.
Lower graph: Meau radiance as afunction of longitude in the same system, using calibrated scans.
(b) Same as (8) using normalized scans.

Fig. 7. Probability of findinga hot spot in the period January 1995 to December 1995 vs longitude
inasystem that rotates at 103.5 m/s respect to System 111

Fig. 8. Lomb-normalized power spectral density as a function of planetary wavenuinber (cycles per
planetary circumference) for the 4.8-pm radiances observed in the period January to September
1996. The speed of the wave was fixed to 99.6 /s based on the probabilistic analysis discussed on
the text.

Fig. 9. Same as fig. 8 for the period January to December 1995, The speed of the wave was fixed
to 103.5 m/s based onthe probabilistic analysis discussed onthe text.

Fig. 10. 4.8-yun radiance of a hot spot as a function of time (days) since January 1, 1995. The
intensity has been averaged with a region 8° by 6° in longit ude and latit ude respectively cent ered
at a System Il longitude of 175° a the date of Galileo Probe entry, almostin the opposite part of
t he planet respect to the probe entry site hot spot.

Fig. 1). Global map at 4.8 pmon October 3, 1996. This map has been assembled from several
individualimages, aud limb-darkening has been corrected using a limb-darkening coeflicientk= 1.2,
which is good for hot spots only, and overestimates the correction for other features. The total pro-
jected area containing hot spots (brightness temperature higher than 24(1 K) is 65 to 235 degrees?,

or 0.1 to 0.5% of the map.
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DATE INSTRUMENT INSTRUMENT2 INSTRUMENT
day/month/year)
29/12/93 NSFCAM
30/12/93 NSFCAM
06/01/94 NSFCAM
25/04/94 NSFCAM
28/04/94 NSFCAM
12/07/94 NSFCAM
17/07/94 NSFCAM
19/07/94 NSFCAM
27/07/94 NSFCAM
28/07/94 NSFCAM
03/08/94 NSFCAM
07/08/94 NSFCAM
19/02/95 NSFCAM
27/02/95 NSFCAM
01/03/95 NSFCAM
02/03/95 NSFCAM
08/03/95 NSFCAM
09/03/95 NSFCAM
10/03/95 NSFCAM
11/03/95 NSFCAM
14/03/95 NSFCAM
05/04/95 NSFCAM
15/04/95 NSFCAM
20/05/95 NSFCAM
23/05/95 NSFCAM
24/05/93 NSFCAM
11/07/95 NSFCAM
26/07/95 NSFCAM
27/07/95 NSFCAM
09/08/95 NSFCAM
10/08/95 NSFCAM
11/08/95 NSFCAM
03/09/95 NSFCAM
04/09/95 NSFCAM
05/09/95 NSFCAM
06/09/95 NSFCAM
08/09/95 NSFCAM

Toble 1



DATE INSTRUMENT1 INSTRUMENT2 INSTRUMENT3

day/month/year)
16/09/95 NSFCAM
17/09/95 NSFCAM
18/09/95 NSFCAM
20/09/95 NSFCAM
26/09/95 NSFCAM
27/09/95 NSFCAM
02/10/95 NSFCAM
04/10/95 NSFCAM
05/10/95 NSFCAM
06/10/95 NSFCAM
13/10/95 NSFCAM
14/10/95 NSFCAM
17/10/95 NSFCAM
06/11/95 NSFCAM
07/11/95 NSFCAM
18/11/95 NSFCAM
19/11/95 NSFCAM
20/11/95 NSFCAM
21/11/95 NSFCAM
22/11/95 NSFCAM
24/11/95 NSFCAM
07/12/95 MIRAC2
22/01/96 NSFCAM
23/01/96 NSFCAM
23/01/96 NSFCAM
13/02/96 NSFCAM
29/02/96 NSFCAM
02/03/96 NSFCAM
23/03/96 NSFCAM
30/03/96 NSFCAM
31/03/96 NSFCAM
08/04/96 NSFCAM
18/04/96 NSFCAM
19/04/96 NSFCAM
24/04/96 NSFCAM
24/04/96 NSFCAM
25/04/96 NSFCAM
26/04/96 NSFCAM
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"~ DATE INSTRUMENT INSTRUMENT2 INSTRUMENT3

day/month/year)

‘11/05/96 CASPIR
29/05/96 NSFCAM
30/05/96 NSFCAM
31/05/96 NSFCAM
01/06/96 NSFCAM
02/06/96 NSFCAM
03/06/96 NSFCAM
04/06/96 NSFCAM
05/06/96 NSFCAM
07/06/96 NSFCAM
26/06/96 NSFCAM
27/06/96 NSFCAM
28/06/96 NSFCAM
29/06/96 NSFCAM
30/06/96 NSFCAM
02/07/96 NSFCAM
03/07/96 NSFCAM
04/07/96 NSFCAM
07/07/96 NSFCAM
08/07/96 NSFCAM
09/07/96 NSFCAM
11/07/96 NSFCAM
12/07/96 NSFCAM
11/08/96 NSFCAM
12/08/96 NSFCAM
13/08/96 NSFCAM
14/08/96 NSFCAM
20/08/96 NSFCAM
21/08/96 NSFCAM
23/08/96 NSFCAM
24/08/96 NSFCAM
25/08/96 NSFCAM
26,/08/96 NSFCAM
27/08/96 NSFCAM
28/08/96 NSFCAM
29/08/96 NSFCAM
01/09/96 NSFCAM
28/09/96 NSFCAM
29/09/96 NSFCAM
30/09/96 NSFCAM
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DATE INSTRUMENTT INSTRUMENT2INSTRUMENT

(d_ayl month /year)
02/10/96 NSFCAM
03/10/96 NSFCAM
04/10/96 NSFCAM
22/10/96 NSFCAM
26/10/96 NSFCAM
28/10/96 NSFCAM
06/11/96 NSFCAM
07/11/96 NSFCAM
08/11/96 NSFCAM
09/11/96 NSFCAM
10/11/96 NSFCAM
11/11/96 NSFCAM
20/11/96 NSFCAM
30/11/96 NSFCAM
06/12/96 NSFCAM
17/12/96 NSFCAM
18/12/96 NSFCAM
19/12/96 NSFCAM
20/12/96 NSFCAM
21/12/96 NSFCAM
19/02/97 NSFCAM
20/02/97 NSFCAM
21/02/97 NSFCAM
22/02/97 NSFCAM
12/03/97 NSFCAM
14/03/97 NSFCAM
15/03/97 NSFCAM
19/03/97 NSFCAM
20/03/97 NSFCAM
21/03/97 NSFCAM
30/03/97 NSFCAM
31/03/97 NSFCAM
02/04/97 NSFCAM
03/04/97 NSFCAM
05/04/97 NSFCAM
19/04/97 NSFCAM
20/04/97 NSFCAM
21/04/97 NSFCAM
25/04/97 NSFCAM
26/04/97 NSFCAM
27/04/97 NSFCAM
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Table 1. Evolution of the spectral power as a function of time and drift speed correction.

DATES Speed Spectral Spectral Spectral Spectral Spectral Number
USED (m/s) power power power power power  of mmaps
N=6 N=7 N=8 N=9 N=10
Feb 95- Aug 95 99.5 - 55 - 26
100.5 - 80 - 26
101.5 - 110 - 26
102.5 - 125 - 26
103.5 - 120 - 26
Apr 95- Ott 95 99.5 - - 70 24
100.5 - - 85 24
101.5 - - 105 24
102.5 - - 100 24
103.5 - - 95 24
Jun 95- Dec 95 995 - 120 - 180 42
100.5 - 125 - 190 42
101.5 - 125 - 210 42
102.5 - 120 - 225 42
103.5 - 120 - 220 42
Aug 95- Feb 96  99.5 - 115 - 220 41
100.5 - 125 - 235 41
101.5 - 125 - 230 41
102.5 - 120 - 230 41
103.5 - 120 - 205 41
Ott 95- Apr 96  99.5 - 210 - 100 36
100.5 - 230 - 140 36
101.5 - 245 170 36
102.5 - 235 - 190 36
103.5 - 210 - 180 36
Dec 95- Jun 96  99.5 - 295 100 - 32
100.5 - 295 100 - 32
101.5 - 310 110 - 32
102.5 - 290 120 32
103.5 - 270 120 - 32
Feb 96- Aug 96  99.5 - 280 200 - 65
100.5 - 290 200 - 65
101.5 - 300 190 - 65
102.5 - 290 170 65
103.5 - 280 140 - 65
Apr 96- Ott 96 99.5 - 210 185 270 130 108
100.5 - 200 195 260 145 108
101.5 - 185 200 250 150 108
102.5 - 170 200 235 170 108
103.5 - 160 195 200 180 108




‘l DATE “INSTRUMENT1 INSTRUMENT2 INSTRUMENT3

.y /month /year)

£28/04/97 NSFCAM
29/04/97 NSFCAM
30/04/97 NSFCAM
01/05/97 NSFCAM
06/05/97 NSFCAM
07/05/97 NSFCAM
08/05/97 NSFCAM
09/05/97 CASPIR
10/05/97 NSFCAM
13/05/97 CASPIR
19/05/97 CASPIR
21/05/97 CASPIR
23/05/97 CASPIR
24/05/97 CASPIR
25/05/97 CASPIR
30/05/97 CASPIR
31/05/97 CASPIR
01/06/97 CASPIR
05/06/97 CASPIR
06/06/97 CASPIR
07/06/97 CASPIR
08/06/97 CASPIR
09/06/97 CASPIR
10/06/97 CASPIR
11/06/97 CASPIR
15/06/97 CASPIR
16/06/97 CASPIR
17/06/97 CASPIR
18/06/97 CASPIR
19/06/97 CASPIR
20/06/97 CASPIR
22/06/97 CASPIR
23/06/97 CASPIR
27/06/97 NSFCAM
29/06/97 NSFCAM
30/06/97 NSFCAM
06/07/97 NSFCAM
17/07/97 NSFCAM
18/07/97 NSFCAM - -
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TableJl. Continuation.

DATES Speed Spectral Spectral Spectral Spectral Spectral Number
USED (m/s) power power power power power  of maps
N=6 N=7 N=8 N=9 N=10
Jun 96- Dec 96 995 280 210 130 270 260 114
100.5 270 200 120 255 270 114
101.5 245 205 130 235 270 114
102.5 235 210 140 210 260 114
103.5 235 210 140 180 250 114
Aug 96- Feb 97 995 - 130 110 200 355 91
100.5 - 120 115 195 340 91
101.5 - 110 115 185 315 91
102.5 - 100 120 170 300 91
103.5 - 100 120 140 250 91
Ott 96- Apr 97 995 - 130 175 210 59
100.5 - 125 175 235 59
101.5 - 125 175 250 59
102.5 - 125 160 260 59
103.5 - 120 140 250 59
Dec 96- Jun 97  99.5 - 670 100 100 82
100.5 - 660 100 100 82
101.5 - 640 100 100 82
102.5 - 600 100 100 82
103.5 - 550 100 100 82
Feb 97 - Aug 97 99.5 - 100 910 90 - 96
100.5 - 100 900 90 - 96
101.5 - 100 850 100 - 96
102.5 - 100 870 90 - 96
103.5 - 100 840 90 - 96




