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ABSTRACT
The first flight of NASA’s New Millennium Program,
Deep- Space- 1, will include a new navigational
technology: a fully autonomous optical navigation
system. The DSI  Navigation system will be the first use
of autonomous navigation in deep space. The task for
this system is to 1) perform interplanetary cruise orbit
determination, using images of distant asteroids, 2)
control and maintain the orbit of the spacecraft using the
ion propulsion system (IPS, another technology never
applied to deep space) and conventional thrusters, 3)
perform approach orbit determination and control using
images of the science targets, 4) perform late knowledge
updates of target position during close fast flybys in order
to facilitate a high degree of quality data return from 2
targets: asteroid McAuliffe and comet West-Kohoutek-
Ikemura. Additionally, an encounter with Mars will
probably performed with possibly a close flyby of one of
the Mart ian  moons ,  Phobos or Deimos.  In order to
accomplish these tasks, several functional components are
necessary. These include Picture Planning and Image
Processing, Dynamical Modeling and Integration,
Planetary Ephemeris and Star Catalog Handling, Orbit
Determination Data Filtering and Estimation, Maneuver
Estimation, Spacecraft Ephemeris Updates and
Maintenance, and general Interaction with the other
Onboard Autonomous Systems.

INTRODUCTION
Autonomous onboard optical navigation will be a
necessary component of autonomous spacecraft operations
for many future planetary exploration missions. Because
of light-travel times, there are experiments and even
missions that cannot be performed or have limited data
potential unless autonomous navigation systems are
incorporated. Close orbits around, or very fast flybys of,
small poorly characterimd objects are examples of such
missions. Reducing operational complexity and costs is
another goal of autonomous navigation systems. In a
not-too-distant future, many small robotic missions may
be simultaneously exploring the solar system. To
increase the efficiency of these missions, the spacecraft
themselves must take on more of the responsibilities of

their own maintenance, including navigation. Adapting
many of the techniques provmr for optical navigation for
Voyager  and Galileo, the New Millentaium DS1 onboard
navigation system must autonomously plan picture
sequences, perform image analysis, estimate the trajectory
and calculate trajectory corrections using the low-thrust
Solar Electric Propulsion system. New Millerwiurn  DS1
will be the first planetary exploration mission to
autonomously navigate  al l  mission phases.  The
engineering of such a navigation system poses a number
of very significant challenges. An overview of Optical
Navigation and how it will be applied to DS1 is given in
Ref. 1.

The presence of an autonomous navigation system
onboard a spacecraft imposes certain requirements on the
onboard  control system, and in turn, the capabilities and
function of the control system will influence the
architecture of the “Navigator” In fact, one of the more
challenging developments of the navigation system is the
construction of this interface. The nature of the
interaction is to balance the resource needs of the
navigation system with those of equally important
onboard engineering and mission science objectives.
These resources include use of the camera, slew time,
mass storage capacity, fuel use, use of the system
computer and total time in the sequence of events. The
amount of resources devoted to the Navigator will often
translate directly into performance of the system.

DSI MISSION ATTRIBUTES
An overview of the New Millennium Program andDSI in
particular is given in Ref. 2. The DS1 mission includes a
very ambitious and challenging set of mission objectives
and activities. There are probably three planetary targets
intended for flyby encounters: asteroid McAuliffe,  Mars,
with possibly a close flyby of one of the Martian moons,
and comet West-Kahoutek-lka  moura. Currently, it is
anticipated that launch will occur in July of 1998. The
McAuliffe  encounter will happen late January of 1999,
the Mars flyby in late May of 2000, and the comet
encounter about six weeks later. Figure I shows a
heliocentric view of the mission trajectory, with
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important mission events annotated. The annotations ~
referenced to Table 1.
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Figure 1. DSf Mission Design

At least for the McAuliffe  flyby, the DSf spacecraft will
perform the closest flyby encounter ever attempted in a
deep-space mission: 5km fronl  the surface of the asteroid.
The encounter parameters of Mars have not yet been
determined, but the flyby altitude of the comet will likely
be on the order of several hundred kilometers, due to the
dangerous environmental conditions near even a
relatively inactive comet such as W-K-I.

ID I Time of Event I Description of Event
A Jul 1, 1998 I DS1 Launch I
B Ott 24, 1998 End of first principal thrust arc
c Dec 6, 1998 Begining of second thrust arc
D Dec 27, 1998 End of second thrust arc

I E 1 Jan 16, 1999 I Mc~”l,:c. ---------- 1J1lllC  CIICUUIIIC[

F Jan 20, 1999 Begining of third thrust arc
G Feb 8, 2000 End of third thrust arc
H Apr 26, 2000 Mars encounter
I Jun 4, 2000 WKI encounter

Table 1. Principal DS1 Mission Events

The aggressive nature of these encounters is enabled solely
by the presence of the autonomous navigation system.
Performing navigation functions in a closed-loop sense
onbmrd the spacecraft makes possible very late (kfore
encounter) controls of the spacecraft encounter coordinates,
and updates of knowledge about those coordinates.

High Gain
Antenna ~,

Fig. 2: New Millennium DS1 Spacecraft
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The objectives of the New Millennium Program (of which
DS / is the first mission) is to develop and demonstrate
new technologies which can enable future space
exploration missions. The Autonomous Navigation
System is one of these technologies being demonstrated.
Another such technology, and one that has a fundamental
influence on the nature of the DS1 mission is its solar
electric propulsion system. This system is actually
composed of two technologies, a 2.5 kilowatt
concentrator-element solar-electric array,  known m
“SCARLET,” and an ion propulsion system (IPS) capable
of approximately 100 mNt of thrust, known m
“NSTAR”. The IPS is principally responsible for making
the energetically difficult triple encounter mission
possible. However, this propulsion strategy seriously
complicates the navigation task. Fig. 2 shows a
schematic of the spacecraft, with annotations for the
prominent solar arrays, the MICAS camera, and the IPS
location on the -Z axis.

MISSION DESIGN IMPACTS ON THE
NAVIGATION SYSTEM

Ion Propulsion System
The most challenging aspect of the DS1 navigation task
is the low-continuous-thrust, non-ballistic trajectory.
This challenge begins with the design of the mission
trajectory, which has been detailed elsewhere (Ref. 3).
This highly interactive non-linear process is now, at the
time of this writing, in its final stages for DS/, and is
refined almost on a daily basis to reflect changes in the
mass of the spacecraft, available power from the solar
panels, available launch vehicle capacity and injection
conditions, and thrust and efficiency of the engines. Once
this design is complete however, it will be made available
to the Navigator in the form of polynomial description of
engine thrust direction and level as a function of time. A
nearly final version of these tables is shown in Figs. 3-5.
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Figure 5. IPS Thrust Magnitude

The next navigation challenge posed by the presence of
the IPS is the need to control the engine. It is not
sufficient to guide the engine along the pre-computed
polynomial functions. There are error sources in the
implementation of the nominal design, with accuracies of
between 1 and 2 percent expected. Such errors, when
combined with normal statistical navigation errors, could
if uncorrected, map to millions of kilometers over a seven
month trajectory. Necessarily then, the nominal mission
design needs to be constantly corrected to account for these
errors. Additionally, the presence of the constant thrust of
the IPS requires the Navigator to account for this force,
and its errors, in the dynamic model of the spacecraft’s
course, and in the treatment of the optical data.

There is substantial uncertainty with regard to the
operability and reliability of the IPS and the software
managers for it, all being very new technology. This
uncertainty must be reflected in the Navigator design by
way of coping with inconsistent operation or outages.
Such conditions present themselves as gross deviations
from the nominal mission design. To the extent possible,
the Navigator must use future control authority to correct
for unpredictable and statistically anomalous trajectory
perturbations. The spacecraft will be instructed to fly the
planned thrust profile, representing thrusting at all
available times (typically, about 92% of the time. ) If
outages occur, the Navigator will attempt to correct the
trajectory for them. But if the attempt to linearly cot-rat
produces a fl ightpath  to the target which is overly
energetically disadvantageous to subsequent encounters,
the ground will intervene with a redesigned and optimized
mission.

The I PS must be used for dedicated trajectory correction
maneuvers during gaps in the mission thrusting, including
approach to the encounter targets. The design of these
maneuvers is quite different than with the use of
conventional chemical thrusters, Since the IPS thrust is
much lower (40 mNt vs. 200 mNt) these maneuvers take
much longer. As such, the closer the maneuver takes
place to the target, the more non-linear is the process to
compute the parameters. Additionally, the DS/  spacecraft
is severely constrained in orientation. Some faces of the
spacecraft bus cannot be illutninated by the sun, or may
be so at only shallow angles, and/or for short periods of
time. Use of the lPS constrains the spacecraft to have the
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solar panels directly on the sun, with virtually no
deviation margin. This combination of constraints (and
several others) means that there are signitlcant  regions of
the celestial sphere at which the IPS engine cannot point.
Fig. 6 shows this constraint space, and Table 1 identities
the particular constraints noted, The result is that through
communication with the Attitude Control System (ACS)
(Ref. 4), the Navigator must ascertain if the computed
maneuver direction is in a forbidden region, and if it is,
redesign it to be a vector-decomposed maneuver in two
directions that are allowed within the constraint space.
This process is known as “vectorization. ”
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Figure 6. Illumination-Forbidden Regions of Spacecraft
Body.

~
3 MICAS IR Radiator (At all times)

~8 ACS Kinematics Amplification

1 I Factor I and -~) I

Table 2: DSI Constraint Space Magnitudes and Directions

Close Encounters
Another large impact on the Navigator from the rest of the
system is the very aggressive nature of the mission. Next
to the necessity to control the IPS, maintaining the
spacecraft position knowledge and pointing through very
close and very fast flybys is the most challenging
requirement on the Navigator design. The requirement to
keep the encounter target in the camera field of view when
possible, created the need to perform the “reduced-state”
navigation as discussed below. The close flyby distance
of the McAuliffe  encounter creates the requirement for an
unprecedented control accuracy, necessitated not only by
sat’et  y concerns, but also because relatively small

perturbations in the flyby asymptote produce serious
deviations in target-relative geometry due to the close
range, possibly disturbing a carefully constructed
observation experiment.

REQUIREMENTS ON OTHER MISSION
SYSTEMS IhlPOSED  BY THE AUTONAV

SYSTEM

High Accuracy Imaging Instrument
Potentially, the most obtrusive requirement that the
Autonomous Optical Navigation System (AutoNav)
places on the spacecraft design is for the presence of a very
high quality telescope with which to perform the inter-
planetary phase of the navigation task. Some periods of
the approach navigation also depend upon high quality
astrometry, and therefore require a science-capable
telescope. Fortunately, most scientifically sophisticated
deep-space missions (including DS1 ) carry a camera
capable of providing adequate data for the class of
astrometry needed by navigation. An overview of
requirements posed by AutoNav, and met by MICAS (the
Miniature Imaging Camera and Spectrometer) being flow
by LM1 is given here:

12-bit digitization. This is required to maintain
sufficient dynamic range to image bright extended
objects and dim stars.
0.6 to 2.0 degree field of view. This is rquired  to
maintain (with dypical chip size, adequate resolution for
the cruise optical navigation, typical resoultion range is
5 to 40 microradians  per pixel.
1024 x 1024 pixel array. Such an array size is the
minimum standard for quality CCD’S, and will determine
(via the focal Ienght) the pixel resolution.

Focused Image to 0.1 pixel. ‘f’ypical focused optics give
aclcquate point-spread-functions to provide this
capability without intentional defocusing.
80,000 electron “full-well<’ with 50c” noise. This is a
description of the dynamic range and signal quality of
the instrument, which is important to define the effective
working span of useable brightnesses.
Image 13th Magnitude star. This should be possible in a
long (smeared exposure) and represents the minimum
useable detection of cruise targets, and reflects the
presence of accumulated photons/charge from repeated
overlays of the drifting image.
Imarze 9th Masznitude  star. This should be trossible in a
shor; (unsmea;ed)  exposure. Such images a;e the normal
mode on approach to a target.

Flight Computer Requirements
The DSf flight computer is a RAD6000 based computer
system operating at 33MHz. This computer is a radiation
hardened version of an IBM-6000 series work-station
computer. There are 96Mega-Bytes  of hardened RAM
available, which is used as both memory ,arrd mass
storage. There is 16MB of non-volatile memory from
which the computer boots. It is estimated that at least
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50MII  of’ RAM  will be available for Science and OpNav
data storage, and about one-half of the available CPU
capacity will be available for Science and OpNav
processing during most of tbe mission.

The computational requirements imposed on the tlight
computer and data system are relatively modest in most
cases. The size of the object code in running
configuration, including static variable storage, is about 2
Mega-Bytes.  The star catalog, containing about 125,000
stars occupies about 2 MB. The ephemeris file, with the
major planets and about 250 minor planets is about
0.5 MB, and other miscellaneous files occupy another
approximately 0.5MB The code and data files will be
resident in non-volatile memory (EEPROM). The
spacecraft system will load the programs and data from
EEPROM into RAM at boot time, and those copies will
be used for processing. At least once per day, and more
often during critical activities, copies of the current data,
including currently best-estimated states, data summaries,
and the non-gravitational force histories will be written
into EEPROM to protect the data from a system failure
with associated CPU reboot. At reboot, the latest stored
data is recovered, and the Navigator proceeds in a normal
fashion.

Timing and throughput requirements are not stringent
during interplanetary cruise; there is ample time during
this phase to plan the images and perform the processing.
(A detailed description of the operational activities is
given below). When the Navigator has an opportunity to
take images, the planning process takes only a few
seconds. The processing of each cruise image is estimated
to take up to a minute, but since each cruise exposure is
about 100sec in duration, it is thought that the precision
astrometric processing will keep up with the pace of
imaging; especially when considering that several minutes
(up to 30) will be required to turn the spacecraft from
target to target. Nevertheless, there will likely be room
available in the RAM-disk space to hold a number of
images if the Navigator, for some reason, is delayed in
processing. When finished with image processing, the
Navigator will delete the images, or select a small subset
for compression and downlink, especially in the early
portion of the mission. Additional computational leeway
is provided from the fact that during the cruise phase, the
information content of the data is not changing quickly,
and therefore it is only necessary to infrequently process
the reduced image data into a solution of the spacecraft
state, a process which can take several minutes.

During the encounter phase of the mission, the timing
requirements of the Navigator are much more stringent.
In the last 5 minutes on approach to the target, a series of
up tu 5 OPNAV  opportunities occur. These are at
increasing frequency, to capture the rapidly increasing
information available in the images about range to the
target, knowledge of which is critical to keep the mteroid

in the field of view until the last possible moment. Table
3 shows the image times, ranges, and associated spacecraft
state knowledge with each of the late pictures. The
timing of these frames is very close, and there is not
sufficient time to perform all of the normal processing.
Therefore a reduced form of the navigation processing is
invoked about 30 minutes out, allowing image processing
and orbit determinant ion to complete in 10 to 15 seconds.
The spacecraft target-relative ACS held ephemeris is then
updated with each image, by means of a simple and quick
3-dimensional bias state change to a previously delivered
full 6-d ephemeris. Since these updates occurs in a matter
of seconds, the target can be held within the field of view
until the ACS can no longer physically accelerate the
spacecraft into a turn at a fast enough rate.

I Pickrrc Time ] McAullife I Downtrack I Crosstrack I

Interfaces with ACS, IPS and Sequencing
Managers:
A number of interfaces with other flight software
subsystems have already been alluded to. The most
technically intricate of the inter-system interfaces is with
the ACS. This interface is a set of different queries ad
responses. The Navigator must ask the ACS for a
number of types of information: current attitude of the
spacecraft; specifications on turns, such as estimated
length of time required to turn from one attitude to
another; the validity of a specific attitude for a maneuver;
and the accumulated velocity due to general RCS
(Reaction Control System - a subsystem of the ACS)
activity. ACS, in turn, queries AutoNav for information,
including: current mass of the spacecraft; and current
spacecraft and planetary ephemeris information. Through
an indirect sequencing operation (to be discussed below)
the Navigator will request the ACS to perform specific
operations; for example, turning to a specific attitude, for
image taking or IPS thrusting. ACS will also be asked to
execute a Trajectory Correction Maneuver (TCM) with the
RCS or execute a TCM with the IPS. AutoNav also
maintains an interaction with the IPS manager: IPS
reports to AutoNav the currently accumulated thrust while
the IPS engine is operating; and AutoNav will, through
the sequencing interface, request the IPS to go to a
specific thrust level and burn for a specific duration. The
third principal interface that the Navigator maintains is
with the Sequencer itself, and this is the simplest major
interface. The Navigator will prepare very short sequences
(1 isti ngs of time-ordered commands) to perform specific
tasks and ask the Sequencer to start or “launch” them.
Additionally, during encounter, the Navigator will be
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called  upon m launch specific encounter sequences at
specific encounter-relative times.

Data Uplink  and Downlink  Requirements:
Necessarily, the Navigator requires a certain level of
information transfer both on the uplink and downlink.
This is especially so for this the first flight of the system.
The early portion of the mission (the first three or four
weeks) will see intense use of the telemetry system to
downlink dense data sets pertinent to the evaluation of the
new technologies. AutoNav  will be among these.
Principal among the data to be downlinked in this early
evaluation period will be the OpNav images themselves.
Other data will include processed results from the
Navigator, including reduced image data, (centers of
asteroids and stars in individual frames) computed orbit
determination results and maneuver solutions. It is
anticipated that after a short period of evaluation of the
dense telemetered navigation data, that the data can then be
r-educed, compressed or stopped. On approach to the
asteroid, the first target, there will again be a short burst
(a few days) of dense data, to confirm that the Navigator is
initiating approach operations properly.

Again, given normal performance of the AutoNav  system,
uplink requirements should be fairly modest. The largest
sets of information likely to be required sent to the
spacecraft are new thrust profiles, reflecting newly
redesigned mission trajectories, and asteroid epherneridies.
It will likely be necessary to redesign the mission
trajectory at several points during the mission. The first
such time is shortly after launch when the injection errors
are known. Although nominal performance of the Delta
7326 launch vehicle is expected, greater than a one-sigma
dispersion of about 100m/s will likely necessitate a
redesign of the trajectory. The onboard maneuver
computation algorithm will not be able to retarget the
spacecraft in a fuel efficient manner in the face of such an
injection error. Although the maneuver subsystem is
tolerant to a certain degree of uncertainty in the engine
performance, if the IPS operation deviates from the
schedule by two weeks or more, it is again likely that the
mission trajectory and thrust profile will have to be
redesigned. Finally, it is expected that immediately after
the McAuliffe  fly-by that the ground operations
Navigation team will redesign and uplink the trajectory
and thrust profile. The process of optimizing the flight
path for fuel use between two flybys is beyond the current
capabilities of the flight DSf AutoNav system.

Operational Demands, and Staffing
Despite the expected periodic intervention of ground
operations as outlined above, the AutoNav  system will
exhibit a high degree of autonomy. Operations, such m
TCM’S and image processing which used to require a
significant amount of personnel on navigation and other
teams will occur automatically without even the need for
the ground to approve the AutoNav  system’s decisions.

Even in the early part of the mission when extensive
analysis of the operation of the onboard Navigator will be
taking place, the size of the Navigation team will only be
between four and five persons, and this includes at least
two performing the validating conventional radio
navigation task. This bodes well for future missions
using versions, and possibly even extensively expanded
versions, of the DS1 AutoNav  system. It is estimated
that a maximum of three persons would be necessary to
fully analyze and maintain the. operation of the AutoNav
system for future missions at least as ambitious as DSf.

Figure 7: Navigation System Architecture

AUTONOMOUS NAVIGATION SYSTEM
DESIGN:

Architecture
The overall DSl  software system architecture is shown in
Fig. 7. The overall system is based largely on the Mars
Pathfinder flight software system. Mars Pathfinder is a
conventionally controlled spacecraft, meaning that long
series of commands (sequences) are uplinked to the
spacecraft for timed execution (Ref. 5). Despite the
deterministic nature of the nominal control system,
autonomous navigation is still part of the design. This is
accomplished by leaving large gaps in the ground-
generated stored sequence, in which the AutoNav  system
is allowed to accomplish autonomous operations; this
mode of operations will be discussed in detail below.

The Navigation system is composed of two subsystems, a
real-time link, Nav-RT, and a main non-real-time
computational link, Nav-Main. The real-time link is
responsible for maintaining the ephemeris information for
the ACS subsystem ,and for collecting information about
propulsive activity onboard from the ACS and the lPS
managers and formatting and relaying it to Nav-Main.

The flow of control through the flight software system
and the Navigator is shown in Fig. 7. Normally,
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commands to the Navigator come via the Sequencer in an
uplinked  stored  sequence. A summary of the possible
commands that the Navigator can process is given in
Table 4. All requests for action that the Navigator makes,
will also be made through sequences, but these will be
short and spontaneously generated onboard  by the
Navigator itself. Inaddition  tothecornrnands  received by
andissued  fron~theNavigator,  there area limited number
ofdirect  calls tothe Navigator and returned replies. These
were summarized above.

Command Navigation A c t i o n
[NAV-SIW-lPS] Initialize the IPS thrust arc.
[NAV-IPS-UPDATE] Update the lPS thrust and vector.
[NAV-DO-TCM] Perform TCM operations.
[NAV-PHOTO-OP] Plan and take Navigation Pictures
[NAV-START-ENC] Start an Encounter sequence.
[NAV-DATA-UDATE] Update Navigation parameters.
[NAV-DOOD] Perform Orbit Determination.
[NAV-PLAN-TCM] Compute TCM parameters.

Table 4. Navigation Command Summary

Functional Overview
At the most basic level of description, the AutoNav
system uses pictures taken by the onboard camera to
determine, via a dynamic filter, the spacecraft state.
Propagating this state to the target body, retargeting
parameters are computed and trajectory correction
implemented. During the cruise portion of the mission,
pictures of asteroids and stars are the principal data, but on
approach to a target, images of that target with or without
stars are the main navigational data. In the following
sections, these functions will be detailed.

image Plann ing
The task of the Image Planning subsystem is to provide a
schedule of targets for the AutoNav system. These targets
include both beacon navigation targets as well as the
approach encounter targets. The targets are clustered in
time, to enable the planner, when asked, to access a set of
viable target-asteroids to use for navigation purposes. The
targets are additionally clustered and ordered to minimize
turns between. Minimizing the cost of the turn sequences
is important to minimize fuel usage. Because of the
nature of the illumination constraints on the spacecraft,
the beacon asteroids cluster into two discrete groups: those
in the “forward” anti-sun half-hemisphere, and those in the
“aft” anti-sun half-hemisphere. A fuel ,and time costly
rotation of the spacecraft is necessary to turn from forward
to aft, and so at most one such turn is scheduled for each
observation opportunity. Within each half-hemisphere,
the turns are additionally minimized.

Even though the above considerations are made as part of
the ground operations. and possibly even before launch,
there is a substantial amount of work for the onboard
picture planner to do. Given only a list of wxeroid
targets, in optimized turn order, the picture planner must
assemble a set of specific image requests, including turn

commands for exact pointings in inertial space.
Additionally, it must predict the locations of the stars to
be seen in the field relative to the target at precisely the
time the picture is to be taken. This requires accurate
storage and evaluation of ephemerides and star positions.
The former will be discussed later, but the latter involves
the use of accurately built star catalogs and requisite
efticient storage of them. For DS1,  the onboard star
catalog will be bawd on the TYCHO Star Catalog (Ref.
6) and contains about 125,000 stars. The positions on
this tile are accurate to at least 5 micro-radians, t lemt
factor of two greater than is required to not degrade the
accuracy of the autonomous 01> process.

Image Processing
There are two types of image processing necessary during
the mission, long-exposure smeared images of unresolvtxl
beacon asteroids, and short-exposure images taken on
approach to a target. These latter are pictures of resolved
and extended images.

In deep cruise, the nexxl for long exposure images arises
from the small size and extreme range of the beacon
targets. The consequence of these long exposure times is
to cause the ambient motions of the three-axis-intertialy
stabilized spacecraft to trace the star images of extended
parts of the frame. Typical star and asteroid images will
be smeared over 20 to 40 pixels. Fig. 8 shows a
simulated version of the expected deep-space picture.
Frames such as this have been used to test the algorithms
and software. Also, simulations of the expected sort of
image have been made using an astrometric  observing
system at the JPL observatory at Table Mountain. A
series of these images, made to simulate the unstable
characteristics of the spacecraft were made by manually
slewing the telescope with its joystick controls. These
images were then processed by the image processing
subsystem of the Navigator. This analysis is documented
in Ref. 7.

The processing system for the smeared cruise images was
developed for the Galileo mission, and is documented
elsewhere (Ref. 8) The theoretical basis of the system is a
multiple-cross-correlation algorithm, that uses each of the
nearly identically smeared star and asteroid images in a
picture as a pattern. Each pattern is then used to l~ate
every other pattern, with the result that extremely
complex and often faint patterns can be located relative to
one another to high accuracy, usually to O. I pixel (picture
element) or better.

The actual correlation process can be summarized as a
vector inner product. Criven a normalimd  pattern, called a
“filter”, that is composed of image elements in a matrix m
J n in size denoted as F, and a sample area S, M x N in
size, of which subset regions of m x tr dimensions are
extracted, then a function cij can be n~axin~ized:
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predictable to within about one hundred pixels before the

k=l 1=1 picture is taken,  Within this vicinity, those areas  with
brightness greater than background will be used to

The n]aximurn  ot’ Clj represents the position of best match compute a brightness centroid.  The centroid is adjustui

between F and the sample region for the approach phase angle, vi~~ the relationship given in
the equation:

245 39a 395 402  41n 410

Figure 8. Simulated Cruise Asteroid Image

When the spacecraft nears one of its targets, and the
unresolved image resolves, and consequently brightens,
the exposure times necessary to image the object
necessarily decrease. In fact, the opposite problem faxd
during the cruise imaging must be dealt with, namely the
object becoming too bright to easily image in the same
picture with dim stars.

Previous deep-space missions depending upon Optical
Navigation (Principally Voyager and Galileo) have taken
advantage of very accurate position determination of
extended images of targets, namely images of tbe major
body and its satellites. For weeks or months such images
were available, and with the addition of reasonably gcmd
physical constants models (e.g. shape and size), extremely
good position determination was possible. For these
missions, a tenth to a quatier of a pixel was normal,
translating in the final approach images to a few tens of
kilometers (Ref. 9). For DSI  this situation is quite
different. The physical nature of the targets (with the
possible exception of Phobos)  is poorly known. The
resultant uncertainty in the modeled figure presented to the
camera results in significantly poorer center-finding. In
compensation, the DS 1 targets do not become extended,
and therefore subject to misrnodeling  errors, until the
spcecraft is quite close,

It is guessed that the uncertainty in the diameter of
McAuliffe  and W-K-I is at least 50 percent, however the
uncertainty of the centertinding  process is not nearly this
large. The location of the extended images will be
determined by a basic brightness centroiding  technique. In
general, the region in which the body image is located is

sinrl(l+costl)
X(a) = ~zR—

(7r -- a)cosa + sina

where X is the centroid offset, R is the object radius ad
a is the solar phase angle. If the approach phase angle
were zero, the phase deflection term would be zero, and a
brightness centroid measurement of the center of
brightness would give an arbitrarily good measure of the
geometric center of the body. For the two encounters to
be flown where there is large uncertainty about physical
constants, the phase angles are about 50 and 90 degrees.
A simple differential with respect to diameter reveals the
dependence of the phase correction of a diameter error.
This relation evaluated for McAullife approach and W-K-I,
gives a maximum of less than half a radius, which for
botb objects is well below a kilometer. As a result this
error source does not make a dominant contribution to the
overall control and knowledge errors of the AutoNav
system.

For the late encounter knowledge update process (discussed
below) the image processing procedure must be very fast.
For this purpose, tbe precision of the brightness centroid
is reduced by a simple process of data compression; the
image pixels are merely undersarnpled.  When the body-
image is large, and therefore the relative size error as
described above is larger, then the inaccuracies of
undersampling  do not contribute significantly overall to
the navigational errors. Fig 9 shows a simulated version
of an approach picture to McAuliffe. Images such as
these are being used to test the algoritbrns  and the flight
soft ware.

Orbit Determination
One important advantage of an all-optical-data orbit
determination system is the insensitivity of the data type
to high-frequency velocity perturbations. This is
especially true for DS/ which for the first time will
perform a low-continuous-thrust propulsion strategy.
Such systems are presumed to have significant tin~e-
varying thrust characteristics. With a velocity-measuring
data type such as Doppler, this propulsion strategy poses
substantial problems. These problems must be faced by
the radio navigation that will be performed as part of the
DSf operations and validation task, but they will not have
to be performed by the onboard AutoNav  system.

At the core of the Orbit Determination (OD) subsystem is
the modeled representation of the spacecraft flightpath.
This representation detines the nature and extent of the
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[J;tr:it])c[cl-iz:lliol)  a n d  aucurmy  p(wiblc  i n  the  s y s t e m .

Ibc N a v i g a t o r  nmlels  the spaccxrat’t mo[it)n with a
nulllcriual  rl-h{xly inlcgralif)n.  using major solar-system
txxiics  :Is pcr[urhing tol”ces. Non-gravitational
pcr[urba[ions to the spwwcrat[ trajectory included in the
nl(dc’1  include a simple spherical body solar-pressure
m(dcl,  a scalar parameter describing ll]S engine thrust
efticier]cy,;lnclsll~:lll accelerations in three spacecraft axes.
A spherical-body solar-pressure model is srrftlcient because
for the majority of the time, the spacecraft will have its
solar p:inels  oriented toward the sun. Even though the
spacecraft can maintain this orientation with any
orientation olthebus-bodyabout theparrel yoke axis, the
panel orientation by-far dominates the solar pressure
eftect,

1 Oc

20C

30C

40C

500

600

700

R no-..
100 200 300 400 500 600 700 800
Figure9:  Simulated Astcoid Approach Frame

During the cruise phase, the optical data is typically
capable ot’taking  250kmmeasurcments,  depending on the
available set of beacon asteroids. Over one week’s time,
that represents the capability of measuring velocity to

about 0.4 m/see, or accelerations to about 1.3 mm/sec2.
The lPS engine is capable of delivering a maximum of
about O.l Nt thrust, but on average will only be capable of
halfof that during the mission dueto power restrictions.
[).$/ has a mass of about 420kg,  and therefore a typical

2intlight acceleration ot’ about 120 mm/srx The IPS
engirw thrust is believed to be predictable to about one

perccnt,  or about 1.2mm/sec2.  It isclcarthcrr,that long-
frcquency signatures in the lPS pcrforrnancc  will be barely
pcwcp[ible  to the optical  sys tem,  These  emms must  be
rl)oclclc’~l,: ir)clttlougtl” the capability of the III(XIC1  will not
nearly c(mpare to the requirements ot the radio system,
wi(h a (). I n~lr~/sec velocity  sensitivity, and a comparable
acc’clc[-a[i(m sensitivity. coping with the noise in the

engine performance will be the single most complicating
factor in the OD algorithms.

The OD filtering strategy is an epoch-state, batch
sequential stochastic filter. With the time-constant of the
sensitivity to the expected engine performance emors on
the order of a week, data batches of a maximum of a week
are used. This is especially sensible since for much of the
cruise periods, there will likely be only one OpNav
observing period per week. The latter limitation is to
reduce the on-off cycling of the engine. The data arc will
typically be composed of 4 one-week data batches. The
spacecraft state at the beginning of the first batch is the
principat  estimable parameter. Over each batch a random
variation in the thrust magnitude is estimated, as well as
small random accelerations. A term proportional to the
solar-pressure is also an estimable parameter.

‘-h’
X(to)

Figure 10. Schematic of Orbit Determination Data-arc
Structire

Fig. 10 shows the subdivision of the data arc into batches
over which an estimate parameter set is constant. X(to)  is
the spacecraft state at the start of the data arc, X(t 1 ) at the
start of the second batch, etc. pn is a scalar parameter

describing a proportionality factor on the nominal IPS
thrust magnitude in the spacecraft +Z direction. For any
observation made at time t within batch one, the filter
must integrate the state X(t), and the state transition
matrix. The later has two components, for the state itself
~X(t)/ilX(tO)  and for the clynarnic  force parameters:
r3X(t)/dX(p 1,S) where S is a vector of other force
models, including solar pressure and small bias
accelerations active across the dah arc; these later model
the small components of the thrust error which project in
the cross directions from Z. For this observation at time
t, and for subsequent observations a measurement matrix
A can be formed:

On is the observation vector for observation n, and is a
2x I vector, (pixel and line). The formulation of dO/dX
is documented elsewhere (Refs. 9, 10). q is a vector of
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estimable parameters, and for batch 1, q = [X(tO),  p 1,S].
A is combined into a covariance  matrix referenced to to,
rto, via a UD factorized orthogonalization procedure
(Ref. 1 I ) an example of which is known as the
Householder transformation. To process data in batch 2,
an additional parameter must be akfed to the estimate
vector, namely p2 the thrust proportionality error for
batch 2. Thus for batch 2, q2 = [X(tO),p  1,p2,S] and the
filter will integrate X from t 1 to t2, as well as
i3X(t)/ilX(t  I ) and ~X(t)/~X(p2,S). The state partials for a
time t in batch 2 relative to the solve-for epoch to ad
those with respect to p2 are given by:

dx(t) ax(f)  WI)—= —. —
ax(fo ) ax(t, ) ax(to  ) ‘
ax(r) w,) ax(f)_ =—— .——

~Pl 4j dx(t, ) “

And in general, for batch n, where qn = [x(to),  Pl, P2...

Pm? Pn,Sl:

C3x(l) ax(f)  dx(fn_~ )— =—— . , ad
C3x(fo ) ax(rn_l ) W(O)

ax(t) ax(fn_~  )  ix(r)—  .—— .——
r%,,,  al,,, Mtn_, )

where pnl is an arbitrary thrust error vector from an earlier
batch. When all of the data from all of the batches is
combined into A and ~to,  an estimate of the parameters
can be made:

[1
x
:0
p =  rto A’WAy,

s

‘~lx2N = 02XN – C2XN

where Ay is the residual vector formed as the difference
between the observation vector O and the computed
predicted value C. W is the observation weighting
matrix. N is the total number of frames taken, and 2N is
the number of data (pixel  and line for each). Iterations are
performed on this solution, repeating the solution one or
more times with the improved integrated ephemeris ad
force models from the previous solution. When the
solution is converged, the elements of p are not equally
well determined; p 1 is the best determined, as all of the
data in the data arc influence a measurement of p 1,
whereas pn is the poorest, as only the last batch has an
influence on its solution. To get the covariance  to start

the next solution cycle the covariance at to must be
mapped forward in time:

rt = mt”12r  a(”’2
“/2 (O ‘o ‘o

where rJ(to,tn/2) is the state transition matrix from to
to the midpoint of the data arc. D is a de weighting
matrix to allow for errors accrued due to unmodeled
perturbations.

The decision has been made to entirely reinitialize the
solution process for each data arc. Operationally, this
process typically has the following events:

1)

2)

3)

4)

In

A solution is performed for a four batch data-arc, with an
epoch-state at the beginning of the first batch. This
solution uses effectively no u priori constraint, relying
on the data arc for virtually the complete state
determination.
Data is accumulated beyond the last batch, into what is
the “new” batch.
The estimared state from step 1 is integrated to the
beginning of the second batch. This integrated state
becomes the reference or epoch-state for the next
solution.
A solution is made using the data in the new batch, but
excluding the old (original “first”) batcb.  Ile process
repeats starting at step I.

this approach, the rationale for completely
redetermining the state using the data arc only, without
any pre-constraint,  or forwarding of information from
previous solutions is two-fold. First, there is sufficient
information in a month’s worth of optical data (four
typical batches) to sufficiently detem~ine the position and
velocity of the spacecraft. Second, the earlier data (earlier
than about a month) are sufficiently decoupled from the
current data arc via the random non-gravitational
accelerations so as to contribute little or no information to
the solution.

Integration and Ephemeris Services
The characteristics of the spacecraft dynamic models are
discussed above, but the actual mechanism used to
perform the integration is a separate issue, as is the
representation of the spacecraft integrated trajectory, and
the ephemerides of the major and minor planets,
including the encounter targets.

The numerical integrator used is a Runge-Kutta 8th order
This integration algorithm, while not computationally the
most efficient available, represents the best compromise
between speed and accuracy (Ref. 12). The heritage of the
algorithms chosen to be incorporated into the flight
Navigator was an important aspect  of that decision. The
precise coded version of the RK-8 chosen has a history of
use in diverse orbital applications of more than twenty
years. This integrator has a manually set maximum WI
minimum integration step size, and automatically ranges
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between them based on the current level of dynamic
perturbation. The accuracy achieved when operating under
tlight conditions, is several tens of meters over a seven-
month ballistic cruise, with full dynamic perturbations in
force. This comparison is against the JPL Orbit
Determination Program (ODP)  principal integration
routine (Ref. 13) which sets the startd,ard  for deep space
navigation accuracy .The RK-8 subroutine will be used to
integrate the spacecraft position and the partial derivative
equations for purposes of state and parameter estimation.

As stated earlier, DS1 is a complex mission from the
standpoint ofexpected  dynamic perturbations. In order for
the trajectory integrator to provide sufficient accuracy to
the system, information about actual onboard propulsive
activity is provided to the Navigator. This information
comes from two sources, the IPS manager and the ACS.
From the IPS device-manager comes a constant tally of
accumulated thrust time and thrust level. By monitoring
voltages and currents in the ion engine, the IPS manager
is able to compute an estimated thrust magnitude. Over a
span of about a minute, the IPS manager tallies this
thrust, and then reports to the Navigator the accumulated
thrust and time since the last message. This process
continues whenever the IPS is in operation and thrusting.

The ACS also reports all propulsive activity to the
Navigator, in a somewhat different manner. The ACS is
constantly inducing propulsive events, but of varying
magnitude compared to the IPS. In the maintenance of
the spacecraft attitude, the ACS is inducing small limit-
cycling turns with a frequency of roughly ten seconds
when doing precision imaging (e.g. navigation
observations) or tens of minutes during ballistic cruise.
Additionally, ACS is responsible for implementing
TCM’S. These can implement several ndsec of velocity
change in a matter of minutes. Every turn of the
spacecraft is a propulsive event, since only in one axis
(the roll -Z- axis) are the thrusters balanced, and each turn
can impart roughly a mm/see of velocity to the spacecraft.
Attitude maintenance maneuvers will approximately
average to zero delta-v, due to their short extent
(asymmetries in tbe thruster performance will not
however) but large turns will in general not average to
zero, Even a few mrnlsec when accumulated and mapped
over a one month-long data arc is many kilometers of
spacecraft displacement. This is very observable to the
Navigator, and therefore must be tallied. During all
periods of operation therefore, the ACS Velocity
Estimator is monitoring ACS activity and computing
accumulated velocity. When an accumulation of more
than a n]m/sec is achieved in any of the three inertial
directions, a report is sent to the Navigator. If some fixed
time, (usually 10 minutes) passes without tbe minimum
accumulation, a report is sent nevertheless. The
Navigator accumulates both types of information, am!
concienses it into a record of propulsive activity over the
past. This record is kept for approximately five weeks,

more than enough to cover the past integration history
over the longest expected data arc. The trajectory
integrator then reds this record to integrate an accurate
propulsive history from the epoch-state to the end of the
data arc.

The planet, asteroid and spacecraft ephemerides are
represented as Chebyshev  function polynomials of varying
order. This follows the standard representation of the
planetary ephemerides in the ground navigation software.
The accuracy of the stored planetary and asteroid
ephemerides (relative to their generating values) is
.O1 km, using a 10-30 coeticient model, effective over
about 5 days. The spacecraft model, with a similar
representation accuracy, uses 25 coefficient representation
over 1-2 day intervals.

IPS  Control, Maneuver and TCM Design
Perhaps the most crucial function of the Navigator is the
control of the IRS. A deep space mission has never been
flown whose trajectory was not composed of long ballistic
cruise segments, punctuated by planetary gravitational
assists and virtually instantaneous velocity changes.
This, the first decpspace low thrust mission, compounds
the challenge, by requiring control of the ion engine to be
performed autonomously.

The design of a low-thrust missiort  is a specialized
technology of its own (Ref. 13), independent of the
navigation function. And clearly this design process
proceeds we]] in advance of the stage of the mission
requiring autonomous navigation. The results of the
design are provided to the Navigator in the form of a time-
history of thrust level and direction (Figs. 3-5). The form
of storage onboard of the direction profiles is by first order
polynomial in time, with each week having a separate set
of coefficients. The thrust levels are stored as discrete
integer levels for each week.

As will be discussed below, during typical cruise
operations, the Navigator will be called upon to perform
weekly evaluations of the thrust profile. Part of this
evaluation will be to use the current best estimated state
to determine what changes to the upcoming week’s thrust
profile are necessary to return the spacecraft to an
intersecting trajectory with the target. As discussed
earlier, the changes that are possible to the designed
mission trajectory are limited, due to constraints of
spacecraft body orientation. Also, there is limited time to
implement the mission thrust-arcs, and the existing design
already uses most of the time available on the first leg, to
McAuliffe.  Therefore, the corrections that are possible are
constrained, and represent relatively small and linear (or
nearly so) corrections to the nominal designed mission.

The strategy to be used for updating the thrust profile is to
treat one or more of the upcoming weekly thrust pcricds
as an individual maneuver. Corrections to the nominal
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thrust polynomial can be consideral  the parameters of a
maneuver to be estimated. Details of the algorithm used
to accomplish these corrections are recorded elsewhere
(Ref. 14). Briefly, it is based on a linear estimate of
control parameters, s which have varying dimension,
depending on the number of adjacent control segments
being adjusted. A trajectory miss vector AX is computed
in the 3-dimensional encounter asymptotic coordinates.
The parameters s are small changes in direction in each
segment, and a change in duration of the overall burn arc.
In order to obtain the solution that minimizes the
corrections to the nominal thrust arc, the minimum-
normal solution for s, is formed via the equations:

As = K’(KK’) –* AX,

[

~, . ax ax ax 8X ax ax ax— —  — . —  .  ..—. —— 12x, cM, c3a2 W2 da da C% ‘
m m

[ 1h’ = Aa,  Adl Aa2 AC$2 . . . Aa A6 Az ,
nl m

and

AX’ = [AB R AB . T Altof].

AIB*R,BoT,frofl  a r e  t he target relative asyrntot ic
coordinates, representing two cross-track directions, and
the along-track direction at closest approach. The solve-for
parameters, Aan, A6., and AT are changes in a series of n
thrust segment directions, and the end time of the final
thrust arc. This solution is performed iteratively until
converged. In this way, the solution process is actually a
non-linear one, but will only succeed if a solution exists
near the linear region.

As the IPS thrust arc progresses, and variations in engine
performance and minor (or major) outages in thrust time
relative to the nominal plan occur, the spacecraft trajectory
will deviate from the designed-to nominal trajectory. The
targeting strategy outlined above will return the spacecraft
to the specified target conditions, but in so doing, will
alter the velocity vector of the encounter asymptote.
Enough of a change in this vector could cause a potential
problem in maintaining the next legs of the mission to
potentially Mars and WKI. If it is determined that
sufficient changes to the asymptote have occurred, the
trajectory will be reoptimized  on the ground, and the
corresponding thrust profiles will be uplinked to the
spacecraft. With a redesigned mission will be a new
projected mass-usage profile, associated with propellant
consumption. The accuracy of this profile will effect the
dynamics of the onboard integration, and therefore will be
uplinked with the thrust protlle.

During periods of non-thrusting, and in the twenty days
before encounter conventional TCM’S  will be performed,
These will use the IPS with the exception of the final 2
maneuvers, which will be executed using the hydrazine
thrusters of the ACS. Table 5 shows the TCM schedule,
with expected and associated OD errors mapped to
encounter at each TCM for the final 20 days of approach
to McAtrliffe. The algorithm used to compute these
maneuvers is the same as used for the IPS control
algorithm. Necessarily however, the maneuver solution is
for only three parameters: the three components of delta-
velocity. Another important difference between a RCS
TCM and an IPS control. is that the former occurs in a
relatively short period of time; whereas IPS controls can
take hours or days. In most cases the applied maneuvers
are expected to be small, on the order of one m/s or less,
which for the lPS will still be a maneuver of less than
two hours.

I Time to I Range to I Downtrack I Crosstrack I

I Encounter I McAul~fe (km) I Error (km) Error (km)
-?nd 1?  f.~~ 57n I 66n–-vu 1 .’-  .”-” J,” ““”

-lOd 6.3E6 138 27.3
-5d 3.1E6 69 5.5

-2.5d 1 .6E6 54 2.5

L ,

Table 5: Approach TCM Schedule with Associated OD--
Performance Statistics

The nature of the bus-body illr.rrnination  constraints has
been discussed earlier, as has the need to constrain the
direction of TCMS accordingly. The need to perfom~
maneuvers in any direction of the sky persists however, as
statistical variations in the orbit process do not observe
the constraints of onboard instruments. Any direction of
propulsive maneuver (using either RCS or IPS) can be
accomplished by vectoraly splitting the maneuver into
two parts, whose vector sum equals the original design
(Fig. I 1). Through interaction with ACS, the Navigator
determines if a particular maneuver request is allowed, and
if not, decomposes the TCM into two parts. The precise
nature of the interaction necessary to accomplish this will
be discussed below.
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Figure 11. TCM Vector-decomposition
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Although still under development, it will likely be
necessary to provide an opportunity to perform an
emergency deflection maneuver within the last six hours
of approach. There is substantial uncertainty about the
albcdo and therefore the size of McAtrllife.  Since the
planned flyby altitude is so small (5km) the spacecraft
could be jeopardized in the event that the body is greater
than 3 times its estimated size. Therefore, in the final 6
hours of approach, the Navigator will periodically perform
a crude estimate of body size based on incoming image
data, If the estimate shows a major axis greater than an
acceptable safety margin, the Navigator will make an
emergency change of the target conditions, and use a
contingency TCM opportunity to deflect the spacecraft
trajectory.

Late Knowledge Update
The final control of the spacecraft trajectory will occur at
about 6 hours prior to encounter. Subsequent to that
maneuver, the full navigation picture processing and OD
estimation process wi II be in force. But at approximately
30 minutes from closest approach, normal navigation
operations will cease. Because of the very short timescale
of activities at encounter, the Navigator must initiate
simplified processes. The principal technical feature that
enables the simplified processes is the fact that for the
final few minutes of the approach, the Navigator can
acquire no additional useful information about the velocity
of the spacecraft. This being the case, the data filter
reduces dramatically to a 3-state estimate of instantaneous
s p a c e c r a f t  p o s i t i o n  o n l y . The estimates occur from
picture to picture, and each solution is conditioned by the
covariance obtained from the previous picture. Over so
short a time-span, the absence of any process noise, or
other attenuation of the accumulating information does
not pose difficulties due to misrnodeling. This is
especially true due to the rapidly increasing power of the
data as the spacecraft approaches; any modeling errors in
previous images would be overwhelmed by the later
pictures. The picture processing used during this final
stage of the approach has been discussed briefly above.

OPERATION OF THE NAVIGATION
SYSTEM:
The operation of the Navigator, though largely an
autonomous function, is managed in a gross sense by
ground commands. These commands are imbeded in a
conventional stored sequence. Typically, a ground
directive is given to the Navigator, followed by a period of
uncommitted time in which the Navigator is allowed to
perform autonomous action. Following are de~ailed
descriptions of the major Navigation actions.

Navigation Imaging Opportunity
The simplest period of activity during the mission is
ballistic cruise (non-powered cruise). During this period
of time, the only regular navigation operations that occur

are the taking and processing of navigation frames. Such
an event is triggered by a Nav-Photo-Op  spacecraft
command. Though this operation happens during all
phases of the mission, it will be discussed here in the
context of a non-thrusting (ballistic) portion of the
trajectory. For most of the mission, this operation will
occur once per week. At one point in the sequence, a
Nav-Photo-Op  directive is issued to the Navigator by the
ground-generated stored sequence. Associated with this
command, is a period of time allocated to the Nav
function to accomplish picture planning, execution and
processing.

Before the Photo-Op session begins, it is the ground
system’s responsibility to put the spacecraft in a state that
is possible to command turning and imaging operations.
This preparation activity includes turning the camera on,
and changing whatever camera states are necessary, arKI
doing so with sufficient lead time to insure readiness when
the Photo-Op begins. If any ACS states need setting, this
must also be done. Additionally, the ground must insure
that no operations occur which conflict with imaging ad
turning commands during the extent of the Photo-Op.

Very little information is necessary to pass to the
AutoNav system with this directive, but it is necessary to
inform Nav how much time is available to obtain its
images. When the “Nav-Photo-Op” directive is issued,
the following operations take place:

1)

2)

3)

4)

5)

6)

13

Nav determines what the current attitude of the spacecraft
body is, in order to be able to return to tha[ attitude after
imaging if requested. Otherwise, ground operations can
specify a different terminal attitude.
AutoNav  identifies the set of navigational targets that
are appropriate for the current time of the mission.
A target is selected, in order, from the list starting at the
beginning of this period. Each of [he lists has been
optimized so as to minimize the extent of the turns
between targets.
Nav determines from ACS how long a turn from the

current attitude to the requested attitude will take.
Additionally, The ACS planning expert is asked how
long it will take to turn from the target attitude to the a
priori attitude. If the sum of these is less than the time
remaining in the AutoNav session, then the sequence of
operations continues, other wise a branch to the end
procedure (step 7) commences.
AutoNav  prepares a small file onboard which contains a
sequence. This sequence effects [he following
operations:

● An ACS  commanded turn to the OpNav target,
● A Pause for sufficient time to finish the turn,
● A Command to take an image - with automatic

notification of image completion being sent to
AutoNav.

AutoNav  then launches the constructed sequence file,
using one of the eight available sequence strings. With
receipt of the image complete notification from the
kmnchecl sequence, the main Photo-Op events continue,



with a branch back [o event 3) and a sclcc(ion of the next
target in the list.

7) Begin the [errnination process for the Pho[o-Op,  with
the construction of a rninisequcncc to [urn the spacecraft
back to [he starting or other requested attitucie,

8) Launch of the final turn mini-sequence, and this marks
the end of Photo-Op.

IPS Control:
During the months of continuous thrusting, there are
periods of time when the IPS must be shut down for
short periods. These interruptions include time for
navigation data taking, for downlink of data, and possibly
for technology validation experiments. Also, on a regular
basis, at least once per day, the direction of the engine
thrust must be updated by the AutoNav system.

As with the Nav-Photo-Op  directive, use of the commands
to enable the AutoNav  system to operate the IPS, require
the ground operating system to prepare the spacecraft for
the autonomous operation of the navigation system. In
the case of a “NAV-SET-IPS”  command, the ground
generated sequence turns on and otherwise conditions the
IPS engine. From a cold start, there is a considerable
amount of preparation necessary, taking up to an hour.
However, since these activities are well known, repetitive,
and well calibrated in terms of time required, the mission
operations team uses a fixed sequence, called a “block” ad
as part of normal invocation of Navigator, this will be
routinely done.

To begin autonomous IPS operations then, the ground
first issues the “IPS-PREPARATION” block command
leaving the ion engine in a state ready for the AutoNav
system to issue a simple “thrust-on” command, Then,
after leaving sufficient time in the sequence to complete
the preparation cycle, the sequence issues a “NAV-SET-
IPS” command. In response to this command, the
AutoNav system begins a series of tasks:

1)

2)

3)

4)

A computation is made of the necessary thrusting over
the next day. The direction of engine is determined, as
is the duration of the burn.
The ACS planning expert (APE) is queried to determine
the length of time required to turn the spacecraft to the
desired position.
A mini-sequence is constructed to accomplish several
tasks:

● Turn the spacecraft to the desired direction

● A delay necessary to guarantee completion of
the turn.

● A directive to the lPS manager to turn on the
thrust grids of the ion engine, and to leave the
thrust on for a maximum of 1 day, or for a
shorter duration if specified.

I’he mini-sequence is launched.

Other than at the end of a long mission burn, the duration
of thrust given to the IPS manager will be one day. To
accomplish the necessary updates to the thrust vector, the

ground-generated sequence will include periodic requests of
AutoNav  to update the direction. Although it would be
possible for the AutoNav system to autonomously
provide update vectors, in order to do so, AutoNav would
have to become aware of other scheduled events on board
the spacecraft which would cause a change in the status of
the engine, such as telecommunication events. Since it
causes little impact on the ground system to issue the
NAV-UPDATE-IPS  command, AutoNav will rely on this
method. On receipt of this command, the Navigator will
construct and launch a new minisequence  to update the
thrust direction and duration. These directives will go to
the ACS attitude commander and IPS manager
respectively.

At the end of a mission thrust segment, the navigator
will, in response to an IPS-UPDATE command, issue a
directive to the IPS manager with a thrust duration of less
than a day. The IPS manager will keep track of the
amount of time that the IPS has been thrusting since a
thrust-on or thrust-update directive from Nav, and if this
duration is met, the manager will shut down the IPS.

As stated earlier, the timings of events that shut down the
IPS, such as navigation picture taking and telecom
sessions is not known a priori onboard by the Navigator,
being carefully scheduled by the ground. Therefore, the
AutoNav system must cope with the otherwise
unscheduled shut-down of the engines at any time. This
is accomplished via the design of the IPS control,
involving continued monitoring of the accumulated thrust
from the engine. At any time, the Navigator is prepared
to evaluate the thrust accumulated thus far, and to thereby
reevaluate the necessary duration of thrust given to the
IPS manager in a command. Therefore, the ground
control system may shut down the engines at any time,
and the Navigator will adjust to the circumstance.

Such a shutdown is simply implemented. The ground-
generated sequence commands the thrust to turn off, then
commands the engine to whatever shut-down state is
required. The Navigator is made aware of the shutdown
implicitly via the lack of “engine-on” status messages
from the IPS manager.

Trajectory Correction Maneuvers:
With conventionally navigated spacecraft, the
implementation of a TCM required a major effort for the
ground control team. With the AutoNav system, ground
control is relieved of all responsibility for the TCMS
except for scheduling. Much as with the OpNav image
taking, the ground merely schedules a time-gap in the
sequence in which the AutoNav system may place its
autonomous operations. In this case, the operations are to
turn the spacecraft and operate the engines: either the RCS
thrusters or the IPS.
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During an extended mission burn, no dedicated TCM’S  ‘are
necessary, as continual corrected control is taking place.
However, after a mission burn, or during a ballistic cruise,
or especially on approach to an encounter target, dedicated
opportunities to correct the trajectory are advantageous,
and can be scheduled frequently with no additional ground
costs. For DSl, it is anticipated that the spacecraft travel
no more than a month between TCM opportunities, ad
that they occur much more frequently on approach to a
target, as has been discussed earlier.

The ground implementation of a TCM is as follows.
Previous to issuing any command to the Navigator,
ground operations must insure the readiness of the RCS
system or the IPS (or both), depending on which is to be
mandatedt obeused,orif the navigator will be given the
option of using either. Such preparations might include
turning on the IPS, or activating the TCM RCS thruster
heaters. When the preparations are complete the ground-
generated sequence i s sues  a  NAV-PERFORM-TCM
command. This begins a series of activities:

1)

2)

3)

4)

5)

6)

The  Navigator will perform an orbit determination
calculation based on the latest data, to determine the
current spacecraft state and its propagation to t h e
encounter target.
The velocity change necessary to take the spacecraft to
the target is computed.
The ACS vectorizer  is queried as to whether this TCM
needs vectorization,  and if so, what are the components
into which it can be broken down, (Fig. I 1).
The APE is consulted as to the extent of time required to
implement the turn(s).
The Navigator constructs a mini-sequence to accomplish
a series o~ tasks:

● A: Direct ACS to turn the spacecraft to
requested attitude,

● B: Wait the required amount of time
implement the turn,

● C: Direct ACS to implement the delta-v.
● D: If an unvectorized turn, proceed to

otherwise, complete steps A through C for
second leg of the TCM,

the

t o

E,
the

● E: Direct ACS to turn back to the a priori
attitude, or a requested terminal attitude.

The Navigator then starts the mini-sequence, to
accomplish the above activities, and this completes the
implementation of a TCM.

These activities are constrained to take place in a given
amount of time. This constraint is enforced by two
methods, first by a hard limit in the total length of time
provided in the sequence. If the Navigator hits this limit
in constructing its mini-sequence, this constitutes an
error. To prevent this error from occurring, the Navigator
is initially constrained from implementing TCMS of
greater than a certain magnitude. The magnitude of this
limit will correspond to a 3-sigma maximum expectation
value of statistical delta-v. If this limit is surpassed, the
Navigator will implement the maximum magnitude in the

conlputed  direction. The allocated sequence time will
correspond with this expected maximum time with some
additional appropriate buffer.

Encounter Operations:
The precise activities of the DSI encounter will be
determined well in advance of the encounter itself. These
operations will be encoded into a series of sequences stored
onboard the spacecraft, and triggered into operation by the
Navigator.

At least for the McAuliffe  encounter, the dependence of
the scheduled sequences upon the precise location of the
spacecraft relative to the target does not become strong
until the last five minutes of approach. The important
dimensional dependence is upon the down-track
dimension, as this direction remains poorly determined
until very late. Consequently, the final approach sequence
is subdivided into 4 short sub-sequences, each with
increasing sensitivity to time-of-flight (down track
position) errors, and each positionable with greater
accuracy by the Navigator.

I;or  the approximately five hours following the final
TCM, previous to the start of the McAullife-Encounter
operations, images are being taken by the spacecraft and
pawed to the Navigator for processing. Throughout this
“Far Encounter” period, the Navigator is updating its
estimate of the spacecraft encounter coordinates, including
the time of closest approach (TCA.) Since the timing of
these events is not dependent upon a precise determination
of TCA, these can be scheduled in the sequence in a
completely deterministic way.

The first of the asteroid encounter sequences (AE 1 ) begins
260 seconds before closest approach at a range of about
2000 km. The first action of this sequence is to take an
OPNAV image, at E-240sec.  This image is immediately
sent (o AutoNav for processing. As the science activities
of the encounter sequence proceed, the AutoNav system is
reducing the data and obtaining a new encounter state
estimate. The science activities of AE1 will include infra-
red and ultra-violet observations of McAuliffe. Since the
combined processes of data readout, image analysis, and
state estimation take approximately 12 to 15 seconds,
there is time in AE I for the Navigator to process several
pictures if the science sequence allows. Each update of the
target-relative ephemeris is automatically reflected in
improved pointing accuracy. This is so because the ACS
system is regularly querying the Nav system for the latest
ephemeris information. All science observations are
specified as target relative (vs. absolute inertial directions)
and thus are improved in accuracy whenever the Navigator
improves the accuracy of the ephemeris. It should be
emphasimd  again however, that once the sequence is
started, the time of a specitled event is deterministic ad
cannot change. AEI will end at 11-17 Ssec.
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‘I’hesecon dencounte  rsequence(AE2)  will begin at about
160 seconcl sbcforeclosest  approach. As with AEI, the
first ac[ionof  the sequence will be to take an OPNAV
image, in this case, at about E-155 seconds, There is a
gap of about 15 seconds between AE I and AE2 which
will allow the Navigator to move the start point of AE2
to correspond to updated estimates of the time of closest
approach, As with AE1, there will be opportunities for
multiple OpNav pictures to be taken and processed, ad
the estimated spacecraft ephemeris updated before the end
of AE2 at E-90 seconds.

The third encounter sequence (AE3)  will begin at E-80
seconds, and as previously, the first activity is to take an
OPNAV  image at E-75 seconds. Additional OPNAV
images may be taken in AE3 using the other visual
frequency imaging system, the APS (Active Pixel
Sensor), before the sequence ends at E-40 seconds.

The final encounter sequence (AE4) begins at E-35
seconds. The final OPNAV image is taken with the CCD
sensor at E-33 seconds, and the final target-relative
ephemeris is made available to ACS at about E-23
seconds. From this time until the spacecraft can no
longer accelerate its slew-rate to keep the target tracked, at
about E-15 seconds, science images with the APS and
CCD will be taken. Even when this limit is reached,
several images may still be taken over the next few
seconds, as the asteroid (then over three CCD fields of
view in apparent diameter) sweeps out of view. AE4 will
continue taking IR images of the asteroid as it sweeps out
of view, and turn the spacecraft to view the retreating
asteroid on departure. This turn should be complete
within about a minute, whereupon science imaging (but
no OPNAV imaging) will continue, until AE4 ends at
E+240seconds.

Following AE4, conventional deterministic sequencing
will resume, with final science views of the asteroid.
Within five days or so, AutoNav operations will also
resume, with periodic beacon-asteroid images, ad
autonomous control of the IPS.

PRELIMINARY SIMULATION RESULTS

Although the development of the navigation flight system
is not yet complete, preliminary simulations have been
run with the software to assess its performance. This
simulation uses the current baseline trajectory obtained
from mission design, which assumes a launch on July 1,
1998 and flyby of the asteroid McAuliffe  on January 16,
1999. Covariance analysis was performed on the last 30
days of this cruise prior to asteroid encounter to determine
OD performance in both an interplanetary cruise and small
body tlyby scenario. The
knowledge on the state at
scheduling during this time
Note that up to around E-12

analysis assumes no a-priori
the E-30 day epoch. Data
frame is shown in Table 6.
hours. observations are taken

of multiple beacon asteroids to flx the heliocentric
spacecraft trajectory. Subsequent observations up to the
encounter are solely of the target asteroid to accurately
determine the target-relative spacecraft state, in particular,
the time-of-flight or downtrack  component.

The resulting performance is graphically displayed in
Figures 12 and 13. These show the semimajor and
semirninor axes of the 3-dimensional positional
uncertainty ellipse mapped to the encounter as a function
of time. Figure 12 shows the dramatic improvement in
position knowledge in all three dimensions gained from
the data from E-30 to about E-7 days. The largest
dimension of the ellipse has a value of about 70-80 km at
this time, and represents the best knowledge of the
downtrack uncertainty of the spacecraft position relative to
the target obtainable from the beacon and target asteroids.
The two other dimensions of the ellipse however, have
about the same values and are an order of magnitude better
than the largest component. This is due to excellent
crosstrack information obtained from observing the target
asteroid with optical data. By the time of encounter, these
components will be known to the 100-200 m level.

Table 6: Observation Scheduling for 30 Days
Prior to Asteroid Encounter

Time to # of obs- lALJ Catalog # of asteroids
Encounter ervations used

(days)

29 13 5,15,46,126,132,163,183,
270,313,398,696,1036,3352

22 13 5,15,46, 126,132,163,183,
270,313,398,696, I036,M52

15 12 5,15, 126,132,163.180,183,
270,313,398,1036,3352

13 13 5,1S, 126,132,163,180,183,
270,313,398,1036,3352

10 12 5,15, 126,132,163,180,183,
270.313,398,1036,3352

8 12 5,126,132,163,180,183,270,
313,347,398,1036,3352

6 12 5,126,1 32,163,180,183,270,
313.347,398,1036,3352

4 12 5,1 26,132,163,180,183,270,
313,347,398,1036,3352

3 12 5,126,132,163,180,183,270,
3I3,347,398,1036,3352

2 12 5126 ,132,163,180,183,270,
j’t3,347,398,1036,3352

I 12 5,126,132,163,180,183,270,
313,347,398,1036,3352

0.4 12 5,1 26,132,163,180,183.270,
313,347,398,1036,3352

0.4 -0.0 39 3352

Figure 13 shows an expanded view of the last hour prior
to encounter. Note that the semirnajor  axis of the
uncertainty ellipse (representing the downtrack error)
which had not shown much improvement from E-7 days
has a sudden dramatic drop at about E-1 hour. This is
caused by the changing geonletry  as the spacecraft flies
by the asteroid. The cross line-of-sight measure of the
spacecraft position relative to the target is rotated into the
downtrack direction, thereby improving the estimate of
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this component. This clearly illustrates the need for late
observations of the target, and why it would be
impractical to process this important data on the ground
due to light-time considerations. Only by processing this
information onboard can the improved knowledge from
late observations be taken advantage of for science
purposes.
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