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ABSTRACT

This paper summarizes the end-to-end design of a
technology for low cost mission operations. Cost savings
is achieved by reducing the total volume of downlinked
cngineering telemet: v try decreasing the frequency of
telemetry acquisition and the volume of data received per
pass. Antenna resources are conserved and the antenna
scheduling process can be more esaily automated. The
technology is being developed for upcoming deep space
missions, including initial flight validation on the Deep
Space One mission tobe launched in July of 1998. This
paper provides an overview of the beacon monitor
operations approach and describes the design of key flight
and ground components of the technology.

1. INTRODUCTION

The beacon monitor operations technology was
conceived in response to aneed to lower the cost of
mission operations for NASA’s planned mission to Pluto.
Since the spacecraft was to be highly ‘autonomous, it
seemed logical to leverage enhanced onboard capability to
allow the spacecraft to determine when telemetry downlink
should occur.  Reducing the frequency and volume of
downlinked engineering data would enable mission
operations to be carried out with less staff and would reduce
the loading on an already highly constrained Decp Space
Network (DSN). [1] [2]

From an operations perspective, it is not viable to
clmi nate telemetry tracking altogether. A much more
apped ing approach is to have the spacecraft cent inuousl y
transmit one of four tones that indicate how urgent it isto
track the spacecraft for telemetry. Since no telemetry is
modulated with these tones, the detection scheme is simple
and the ground station can be operated at very low cost,
Tones provide the necessary assurances that the mission is
proceeding as planned while conditions are nominal. When
an anomaly occurs the tone system facilitates quick
intervention.

In order to create a complete solution, certain ground
and flight components must be present in the end-to-end
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design.  One technology component is a capability for
generating summaries of engineering data onboard the
spacecraft. These summaries are needed to quickl y provide
operators With data associated with important spacecraft
events when telemetry downlink is necessary.  Another
technology component for NASA mission. is a new
approach to scheduling DSN antennas bawd on events
rather than pre-negotiated agreements.

The beacon monitor technology has been manifested
for flight validation on the Deep Space One mission as the
Beacon Monitor Operations Experiment (BMOX).  This
activity is currently the focal point in developing the
technology. Funding for development of key aspects of the
end-to-end design has come through alignment of several
technology development efforts within the JPL
community. All of the BMOX component technologies
and the operational concept will be validated during 1X3-1
operations. Validation objectives fal into the following
categories: (1) Onboard engineering summary data
generation, and visualization, (2) Tone selection,
transmission, and detection, (3) Multi-mission ground
support, and (4) Operations concept demonstration and
assessment. A detailed set of experiments has been defined.
As the mission progressess, BMOX component
technologies and the operations concept will be gradually
validated and will be made available for use in baseline
DS 1 operations. The goal isto provide some ~alrre.added
to mission operations during the prime mission and a
capability for full-up beacon operations in extended
mission.

2. OI'ILRATIONS

Beacon monitor operations iS most suited to mission
cr uise phase or other low-activity periods. A mission
would likely transition gradually to beacon operations once
routine operations are underway. The four tone system
does not represent spacecraft state, but rather the
spacecraft’s assessment of how urgent it is to track the
spacecraft for telemetry.  For this reason, the basic four
tone system described in Table 1 can support any type of
decp space mission.
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Tone Defi. .tion

Spacecraft is nominal, al functions arc
performing as expected. No need to down link
engincering telemetry.

Nominal

An interesting and non-urgent event has occurred
on the spacecraft. Establish communication
with the ground if convenient to obtain data
relating to the event, Example: device reset to
clear error caused by SEU or other transient
event

Interesting

The spacecraft needs servicing. Communication
with the ground needs to be achieved within a
certain time or the spacecraft state could
deteriorate and/or critical data could be lost
Examples: solid state memory near full, non-
critical technology hardware failure,

Important

spacecraft emergency. A critical component of
Urgent the spacecraft has failed. The spacecraft cannot
autonomou sly recover and ground intervention
15 required immediately. Examples: 1553 bus
failure, PDU failure, SRU failure, |PS gimbal
stuck.

Beacon mode is not operating, spacecraft
telecom is not Earth-pointed or spacecraft
_anomaly prohibited tone from being sent.

--NoO Tone-

Table 1 Beacon Tone Definitions

Although the flight project determines how frequently to
poll the beacon tone, a rate of once per day is generally
considered optimal. When the tone idicates that tracking is
required, an antenna is scheduled to retreive the summary.

The duration of this track is short if the summary is small.
If the summary indicates that further action is required,

another track is scheduled to uplink commands, or retreive
more data.  The summarization technology scales with
downlink rate, allowing much larger telemetry summaries
in the early phases of the mission. As operators become
more comfortable using the summaries, frequency of
nominal tracking and summary size can be scaled-back for
additional cost savings.

3. FLIGHT SYSTEM HARDWARE

The responsibility of flight hardware is to generate arid
transimit beacon signals representing the four beacon
states. In theory. this function canbe supported with a very
simple transmit subsystem that has a modulator, an
exciter, an amplifier, and an antenna, The telecom
subsystem for space mission in general is more
complicated. The complexity varies from one mission to
another and is affected by the coverage requirements, the
number of frequency bands, and the redundancy
requirements. For the DS 1 mission, the telecom subsystem
includes a Small Deep Space Transponder (SDST), a12.5
W X-band solid state power amplifiers (SSPA), a2.5 W
Ka-band SSPA, two X-band low-gain antennas (1.GA), and
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one dual-frequ v X- and Ka-ban high-gain antenna
(HGA). The gain of the HGA is -25 dBic gain at X-band
and 27 dBic a Ka-band. ‘f "he gain of tbc LLGA is-9 dBic.
The SDST isa highly integrated package that includes a
telemetry modulator, exciter, and command detector. The
DS1telecom subsystem will be used to generate and
transmit beacon signals for the experiment, without
modifications.

The four beacon messages are each represented by a
pair of tones, centered around the carrier. These tones are
generated by phased-modulating the RF carrier by a
squarewave subcarrier using 90 degrees modulation angle.
The carrier wi i i be completely suppressed. The resulting
downlink spectium will consist of tones at odd multiples
of the subcarric:!iequency above and 1 low the carrier. The
higher harmonics wiii be ignored; oniy the tones at the
fond amental fi cquency will be used to represent the
transmitted message. Ignoring the higher harmonics results
in a dlight loss of signal strength, In return, it makes the
detector more robust in the sense that reliable signal
detection can be achieved without knowing the exact
dowriiink carrier frequency. The SDST has the capability to
generate awide r unge of subcarrier fr cquency to represent
the four beacon messages. However, the downlink
frequency uncertainty and detector complexity together
constrain the selection of the subcarrier frequencies. Thc
frequency uncertainty is caused by a combination of on-
board temperature Vvariations and uncorrected residual
[ Yoppler frequency. For the Beacon Monitor Experiment,
the four subcarrier frequencies are 20, 25, 30, and 35 kHz.
The signal structure is shown in Figure 1.
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B=Frequency uncertainty
Fe=Cartier frequency
fi=Subcarrier frequency for the i* message

Figure 1 Signal Structure

4. FLIG HT SYSTEM SOFTWARE

The amount by which beacon monitoring reduces
operations cost depends largely on the level of autonomy
achieved onboard the spacecraft. Systems that can petform
more robust recovery from anomaly conditions and provide
flexible onboard data management can achieve the most
benefit from beacon operations. Flight software for beacon
monitor operations leverages the trend towards spacecraft
autonomy and “fills in the gaps’ by providing additional
flight system functionality.
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The twoprin , flight software ir :vations whose
development has been largely driven by the beacon monitor
technology are onboard engineering data summarization and
beacontone selection. The tone selection module is a
software component that implements the functionality
required to select tone states breed on spacecraft health
information. The summarization module is a
comprehensive architecture for creating summaries of
engineering data between telemetry downlink periods.

41 Tone Selection

The tone selector module maps fault protection
messages to beacon tone states. This module outputs the
tone state as a telc. . try packet and a mes.ige to the Small
Deep Space Transponder to actually set the tone. The
output of the module can be turned OFI. ON or RESET
by issuing a ground command. Tonc state always
transitions to a higher level of urgency until reset by a
ground command. The tone selection module for 1> S- 1
consists of 1583 source lines in C and uses 31039 bytes of
memory when compiled for a Power PC series processor.
The processing loadis all in response to external messages
which come at undetermi ned intervals (probably less than 1
per second). The processing time for one messsage is
negligible (on the order of 1-2 msec).

4.2 Onboard Engineering Data Summarization

I'light software for summarization integrates several
techniques into onc cohesive architecture for providing
operators with information required to analyze spacecraft
engineering data. The method for creating the summary
data is highly even-driven and uses the data prioritization
capabilities built into the telemetry management software.
It has been a design goa to integrate the most advanced
techniques possible into the architecture. Transforms and
adaptive alarm thresholds are key components of an
architecture for providing operators with top-level summary
statistics, important episode data (higtl-resolution culprit
and causally related data), low-resolution *snapshot”
telemetry, and user-defined data

Transforms

Each sensor willuse a selected subset of the five
transforms included in the summarization software package.
Those transforms are: minimum value, maximum value,
mean value, first derivative, and second derivative. To
compute the transforms, the raw data from each sensor is
stored in alag vector of a predetermined length, and the
value of the transform is computed across the vector. It
should be noted that the first and second derivative
transforms are not true derivative functions. The first
derivative transform simply computes the rate of change
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betweenthe first an st points in the vo op Similarly
the second derivative transform calculates the rate of change
between the difference of the first two values in the vector
and the difterence of the last two values i n the vector.
Computing the transforms requires more computational
cycles then straight limit comparison; however, the time
required to perform the mathematical operations is

inconseguential.

Using the transforms to determine when an episode
should begin provides more flexibility than simply testing
the raw data against red-line limits. If an episode were to
begin whenever a sensor value moved above/below a
certain value, then red-line limit sensing would be
sufficient. This functionality, which is adequate for many
sensors, IS still provled when we use the .. ansforims. By
using the maximum and minimum value transforms, we
can duplicate the red-line limit sensing. If the
maximu m/minimu m value goes above/below  the set
boundary, then an episode is started. However, using the
transforms also provides this functionality while better
handling some cases, where the traditional method would
either fail or signal false alarms.

In traditional limit sensing, there is no concept of
memory or time in examining values, i.e. an episode
cannot be triggered if a value stays above/below a certain
level for a certain amount of time. However, this type of
behavior can be captured with the mean value transform. A
value faling below a limit for too long will reduce the
mean, causing an episode to begin. With traditional
methods, an episode would occur anytime the value dropped
below the threshold, possibly leading to many false alarms.

During nominal spacecraft operation, some Sensors
may change value in a cyclical manner. Traditional limit
sensing would be able to detect when the sensor went
above or below its expected values, but would fail to detect
the anomal ous situation where the value did not change. To
handle this case, we could use the first and second
derivative transforms. For a constant value, both first and
second derivative functions would be zero, signaling that an
episode should be triggered. The first derivative would
show thatthe value wasn't changing, but if the size of the
lag vector equaled the period of the cyclical sensor, the first
deri vative would be zero. The second derivative transform
wouldshow thatthe first derivative was also unchanging,
verifying that the sensor value was remaining constant.

Adaptive Alarm Thresholds [3]

The current state-of-the-art in anomaly detection is to
use limit-sensing, in which the current sensor value is
compared against predetermined high and low ‘kx-tines”.
Such red-lines are typically constants across many or all
mission modes and it is difficult to determine tight limits
which will work well throughout the mission. Thus, to
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id fu equent false  wims, e red-line e made
iniprecise, leading to  missed alarms  dld missed
opportunities for early anomaly detection.

An dternative to reci-line limits is envelope functions
learned from historical and/or simulated data. In our
approach, limits become dynamically changing values
instead of static constants. These limits are functional
values bawd upon the values of related sensors and other
factors, such as the current operational mode of the
spacecraft. Although learning precise envelopes can take
longer than determining red-lines, initial loose envelopes
can be learned quickly. With further training, the bounds
can be incrementally tightened, while still retaining a low
false aarm rate. Since the learned envel opes are tighter than
r- ! lines, they have a m:h lower missed alarn ute. Novel
training methods are being employed to avoid bounds
which cause aarms in nominal training data Therefore,
these envelopes are loose enough to avoid false alarms,
provided the training and validation data are representative.

In order to learn the envel opes, the ELMER (Envelope
l.earning and Monitoring via Error Relaxation) algorithm
willbe used. For training purposes, ELMER canbe run on
the ground using historical spacecraft data, examining both
anomaly and nominal data sets in order to determine
accurate bounds. For certain phases of the DS- 1 beacon
monitor experiment, the ground trainer will produce limit
functions for uplink as shown in Figure 2.

Spacecraft

telemetry

Ar{nll!;un

FalterEngine [
(Ground SW)

Updated summary functions

Updated episode limits

Figure 2 Ground Trainer Software

Flight Software Architecture

The summarizer consists of 3 subroutines: dat
collection and processing, episode, and mission activity.
The data collection and processing module receives data
from various domain units via C function calls and applics
summary techniques to these data, producing summary
measures for downl ink to the ground. The
Sampler/Summarnizer/Episode identifier module isawakened
once per processing interval (1 sec. for DS-1), at which
time it reads the current value of all the spacecraft data
items available, computes derived data such as running
minimum, mean and trends, checks the raw and derived data
against upper and lower limits, starts and ends “ episodes’
describing out-of-limits conditions, and produces historical
and episodic telemetry. It also responds to spacecraft state
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me aees to determine the  srrent spacecraft acti- +, which
determines which set of bounding limits to use. The
architecture diagram shown in Figure 3 shows the
interfaces between the subroutines and the major
constituents of the summaries.

Data collection is performed by providing a central
memory array accessible to al flight software. The various
flight software modules update the memory array once per
second or whenever the data changes, whichever is less
often. The update is done by direct write, thus the time for
a single update is just a few microseconds. The actual
details of the memory write are hidden from the flight
software developer by providing an enumerated list of data
id’s and a macro. The developer merely invokes the macro
giving the id and the new *lue.

The episode subroutine looks for anomalies within the
data and summarizes al data relevant to the anomaly. The
episode subroutine receives summary and engineering data
internally from the summarizer/sampler module and
compares the data with alarm limits. If the limit is
exceeded, the subroutine spawns a new episode and collects
past relevant data from summarizer/sampler. The past data
collected will be 1 minute summaries that go back episode
length minutes from start of episode. (So a five minute
episode would contain summaries starting 5 minutes before
the episode to 5 minutes after the episode.) At the end of
the episode, the subroutine outputs episode name (out of
limit data 112), high limit, low limit, relevant data, start
and end times (relevant data is a vector of the 1 minute
summaries.)

The mission acti vity subroutine determines the overall
spacecraft mode of operation. This determination is used to
choose the appropriate data and |i mits for a particular
episode in the episode subroutine. For example, solar
electric propulsion (SEP) sensor values may be important
while using SEP, but if the satéllite is in RCS control
mode then SEP sensor values could be ignored. In
addition, the ACS rate limits inight be different during
cruise than during a maneuver. As this example points
Out, it is necessary to use the mission activities to
determine which data to use for episode identification. The
mission activity is intended to be exclusive.  When a ncw
mission mode start message is received, the previous
mission mode is assumed to have ended.

The sampler module and its related data gather ing
module currently consist of 3038 lines of source code and
222,677 bytes of memoryon the Power PC series
processors.  Activity determination is a rare event and
processing time is negligible.  The once-per-wakeup
processing time for 1) S- 1 averages out to 30ms.

5. TONE DETECTION SYSTEM
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The g :nd monitor station s a fully automatc
station and its operation is driven solely by schedule and
predicts. The received signal is first down-converted to 1 K,
sampled, digitized, and recorded. The digitized signal is
processed by the signal detector, which performs a non-
coherent detection using Fast Fourier Transform (FFT).
The detected signal is then decoded by the Message
Decoder, and the decoded message is then disseminated to
the mission operations team and other users. A block
diagram of the ground monitoring station is shown in
Figure 4.

Schedule, Puinting
& Frequency It edicls

r(t)=received monitoring signal at{/F frequency

itori Detected
LNA |r(t DIC, Monitoring
& ( ) " - Signal | Message — M2 &
pIC Detector Decoder ancillary
dala

Figure 4 Monitor Station Block Diagram

The signal detector contains four tone detectors, onc
for each message. To insure proper signal detection, the
bandwidth of each tone. detector must be sufficiently large
to accommodate the frequency uncertainty and frequency
drift of the downlink frequency, i.e., the beacon tones for a
given message will not drift outside of the passband of the
detector for that message. Fast Fourier Transform (FET) is
employed to compute the energy of all spectra pairs
having spacing corresponding to the four beacon signals.
Because of oscillator instability, Fourier transforms cannot
be performed over long time intervals. The total
observation time is divided into short intervals. FFTs are
first performed over these short intervals and then
incoherent y combined after the frequency drift has been
removed. The maximum of the outputs of the four tone
detectors is then selected and compared against a pre-
determined threshold to determine which message has been
received. A block diagram for the signal detector and the
message decoder is shown in Figure 5.

Tone Det. | X,
(Msg. 1)
.
r(®) Tone Det. | X, % Yes
— (Msg. 2) = » Msgi
- \ MAX 4
x) (H £
Tone Det. | X ! ; .
’ No Signal
(Msg. 3 P e 4
) s No
Tone Det. | X,
| (Msg. 4)

Figure 5 Monitoring signal detector and
message decoder
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6. TONE HANDLING & REPORTING

The beacon signal detection and message delivery
system for the DS- 1 experiment is shown in Figure 6.
DSS-26 (a34m DSN antenna) will double as a monitoring
station as well as a demand access station. The beacon
message is first received and decoded by the remote
monitoring station and subsequently transmitted to the
BMOX team at JPL via a secured link, such as the NASA
Science Internet. BMOX in turn forwards the beacon
message to DS 1 Mission Operations and other end users,
including the Demand Access Scheduler, using e:mail or
pagers. Depending on what message has been received,
different activities will be carried out by the BMOX team,
the Demand Access Scheduler, the Mission Operations
team, and the DSN station. If the tone indicates that
telemetry tracking is required, tlic Demand Access
Scheduler will schedule a downlink track for the demand
station to receive telemetry from the spacecraft. The
Scheduler will notify the BMOX team of the schedule.
BMOX will in turn notify the Mission Operations team
and obtain its approval to carry out the downlink track
triggered by the beacon message. Onc round-trip-light-time
prior to the downlink track, a canned command will be
transmitted to the spacecraft by the demand access station
or by another 34m antenna station to initiate the downlink
pass. The downlink telemetry will be received by the
demand access station, forward to the Mission Operations
and the BMOX teams, and analyzed.

7. SUMMARY DATA VISUALIZATION

Moving to a paradigm where downlink is infrequent
requires new approaches for data handling and visualization
on the ground. The onboard summarization architecture
provides data at variable resolution based on total available
downlink bandwidth and the number of significant episodes
since the last downlink. The operator will need to quickly
locate the high resolution episode data and would likely use
the low resolution (snapshot) data for gaining overal
system context. It is also possible to automate the ground
system to automatically present the user with data
associated with the episodes that have been identified in the
summaries. Emphasis is currently being placed on
visual ization to support pre-flight development testing.
I .aunch-ready ground system displays will be designed and
constructed over the next few months.

8. ANTENNA SCHEDULING [4]

Current missions using the Deep Space Network,
negotiate tracking schedules well in advance of the launch
date. While this approach is adequate for missions that
have pre-defined tracking requirements, it does not mesh
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,

with demaniccess paradigm of he beacon monito

approach.  Since beacon monitor 1ng requires that the
spacecraft initiate tracki ng, antenna schedules must be
formed adaptively. For this reason, automated approaches
for enabling low-cost, adaptive tracking of DSN antennas
are part of the end-to-end solution. The DSN Advanced
Technology Program is Ssupporting beacon monitor
operations development by providing a dedicated antenna
that can be used for tone detection, telemetry acquisition and
command uplink. This segregation of pre-scheduled
missions from beacon monitor missions avoids conflicts in
scheduling paradigms while at the same time evolving a

long-term capability within the DSN to support beacon
monitor operations.

REFERENC S

(1

(2

(3]

(4

Wyatt, E.J. and J.B. Carraway (1995) “Beacon
Monitoring Approach to Spacecraft Mission
Operations’ 1st international Symposium on
Reducing the Cost of Spacecraft Ground Systems and
Operations, Oxfordshire, UK. . / O

Stachle,R.1.., et.al (1997) “Pluto Express. Advanced
Technologies Enable Lower Cost Missions to the
Outer Solar System and Beyond” :*//./
“« “,
DeCoste, D. (1997) “Automated Learning and
Monitoring of Limit Functions’, i-SAIRAS '97.

Chien, S, K. Lam, and Q. Vu, (1997) “Resource
Scheduling for a Network of Communications
Antennas’, Proceedings of the |IEEE Aerospace
Conference, Aspen, CO.

Summarizer/Sampler Module Bnapshot Packet:
& derved delammmy
{Every 15 mirustes)
Data : R Summary mi(un:‘cku
Monitors Eng data Collection | ¢\ (1, isode c:dr:?:nm Current Mission [~ o W-MO.O'M‘.) “retomet

AACS RS pro.cﬁszng e ks ?ﬁ::ed dat oy | stirouine| e pnode Packet——a] Man20e"

Subroutine — - |_Users’ Summary Deta Packal]

¥ j——Activity Change Pachel-p1

{
Table of S | Table ‘ [Fable o} Vieson ok Prot
&
hﬁummary& T'::f.,g 28' assoclating l ,:‘5.51:\ Activ + Seq SV
nctions sode wi iviti (L]
as(s’oclaled :’,‘f‘;‘.’,‘\’:_ M l:d/”fj \__4
ata.
)
Figure 3 Onboard Engineering Data Summarization
Flight Software Architecture
Command & R
TLM ok /i NN

e
”

AN

ﬁ;;__ e
Beacon [ .ink e W bead s

ps1
Spacecraft

\ ..

IR

VAN

.

RN \ > _\&\i\\\.\

NPP: Network Planning and Preparation
MMC Multi-mission Coordination Computer W.S =Work Station

« via telephone network or NASA Science Internet

Y

BMOX: Beacon Monitor Experiment

Figure 5 Signal detection and message delivery system
Wyatt/ 6/6



Q/-‘D/i:/(ﬁ"'{S-S- »j‘(
AdPL AUTHORIZATION FOR THE EXTERNAL RELEASE OF INFORMATION———-+ ) nd L

Submit URL (|f anplicable) or two copies of the abstract or full paper to Document Review, 111-120 (Lt No. -
. S e (for DRS uso only) __
>emor JPL Author/ Sectlon . /U Stop 4 Due Date
. N 77!{1 // ,- (/ ;[ / . /C/ PR ,7/:’ 7/
uOMPLETE TITLE / L e

n uu;/z,u/évu of T [Z/(’ia , // e //fzx/’//a/m e /uwc’(}/

Premeeting publication
s Publication on meeting day
J FULL PAPER (including viewgraphs, poster, videocassette) J /)

& Postmeeting publication

Eleournal Name —— APR J}”} _D Poster session

(/| Foreign - omestic Account Code _ E F i

%] ABSTRACT (includlng extended abstract)

[;{:’I eeting - Subject S Oral presentation
W. ..
v ponsoring Society _. SR
. . I' k [ \ ’, - 1 \ \ '.
[ ' R Vi
. Meeting Date - - Location  _ 1 , &y_‘ 1 ¥ L"f a " Y y £
[ ] BOOK OR BOOK CHAPTER gg i . L f\ / v
- . - ! 1 [ A
U Assigned Laboratory Task OR L] Prlvateu uf I 1, l)i }fx! L j;‘l; R U

[ | PUBLICATION [ | BROCHURE [ | NEWSLETTER ] For release on the lnternet[jwnhm JPL
[ outside of NASA
URL: FTP:

[,_,]Was previously cleared: Clearance No(s).: RECEIVED

CL- . Date........ Author(s) *‘“—“APR_‘ _}_199}
CL- Date . Author(s) __ . | mmmmmmmeen
IEPORTABLE INFORMATION

THISWORK: [ ]New technology not previously reported
Nature of this work (please describe)

[.] Covers work Previously reported in New Technology Report (NTR) No.
D Provides more information for earlier NTR No(s).
‘OR TECHNOLOGY REPORTING AND

‘COMMUNICATIONS USE ONLY
~omments:

}7(] Release [ | Ex Post Facto [ | Release Delayed or Conditional

A,

-1

‘OR SECTION 644 USE ONLY

Editor ___ E x t . Document No.

Customer Code (RTOP No.) . Group Condition

AUTHORIZATION (please use blue ink)
The signatory inthis column attests to the technical accuracy of

he subject document.

4-9-97
Senior JPL Author Date Techn% Re orting and Communications Date
Mahége}/‘éup;—rvi's‘o} or equivalent Date
Print Name and Title of Manager/Supervisor Document Reviewer Date
NOTE: All full papers and Intemet URLS require Section or Project Manager approval

All abstracts require Group Supervisor approval only.

T JPL 13308 R s/9 F




An Overview of the Beacon Monitor Operations Technology

E. Jay Wyatt, Mike Foster, Alan Schlutsmeyer, Rob Sherwood, Miles K. Sue

Jet Propulsion Laboratory
Cdifornia Institute of Technology
Pasadena, California USA
e-mail: ej.wyatt@jpl.nasa. gov
Tel: 81 Q-354-1414 Fax: 818-393-3654

ABSTRACT [ "

The beacon monitor operations technology is aimeu ..
decreasing the total volume of downlinked engineering
telemetry by reducing the frequency of downlink and the
volume of data received per pass. Cost savings is
achieved by reducing the amount of routine telemetry
processing and analysis performed by ground staff.
Antenna resources are also conserved so more missions
can be supported with existing ground stations, At the
heart of the concept is a process for alowing the
spacecraft to transmit a tone indicating the urgency of
ground intervention. Technologies for onboard
engineering data summarization and automated ground
antenna scheduling are part of the system design. This
paper provides an overview of technology by describing
the key flight and ground components. The technology
is mission enabling for planned missions to Pluto and
Europa and flight validation will occur on the New
Millennium Program Deep Space One (DS-1) mission
to be launched in July of 1998.

1. INTRODUCTION

The beacon monitor operations technology was
conceived in response to a need to lower the cost of
mission operations for NASA’s planned mission to
Pluto.  Since the spacecraft was to be highly
‘autonomous’, it seemed logical to leverage enhanced
onboard capability to allow the spacecraft to determine
when telemetry downlink should occur. Reducing the
frequency and volume of downlinked engineering data
would enable mission operations to be carried out with
less staff and would reduce the loading on an already
highly constrained Deep Space Network (DSN).[1] [2]

From an operations perspective, it is not appealing
to smply mandate infrequent tracking. A better
approach is to have the spacecraft continuously transmit
one of four tones that indicate how urgent it is to track
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telemetry. Since g telemetry g
ith these tones, the ground process is much

d less expensive.  Tones provide the
. ssurances that the mission is proceeding as
planned while conditions are nomina. When an
anomaly occurs the tone system facilitates quick
response, minimizing impact to the mission timeline.

In order to engineer a complete solution, certain
ground and flight components should be present in the
end-to-end design. One technology component is a
capability for generating summaries of engineering data
onboard the spacecraft. These summaries are necded to
quickly provide operators with data associated with
important spacecraft events when telemetry downlink is
necessary. Another necessary technology component
for NASA deep space missions is a capability for
scheduling DSN antennas based on events rather than
through pre-negotiated agreements.

The beacon monitor technology has been
manifested for flight validation on the DS- 1 mission as
the Beacon Monitor Operations Experiment (BMOX).
This activity is currently the focal point in developing
the technology. Funding has come through alignment
of several technology development efforts within the
JPL community. All of the BMOX components and
the operational concept will be validated during DS- 1
operations. Validation objectives fall into the
following categories: (2) onboard engineering
summary data generation, and visualization, (2) tone
selection, transmission, and detection, (3) multi-
mission ground support, and (4) operations concept
demonstration and assessment. A detailed set of
experiments has been defined. As the mission
progresses, BMOX component technologies and the
operations concept will be gradually validated and will
be made available for use in baseline DS- 1 operations.
The goal is to provide some vahre-added to mission
operations during the prime mission and a capability for
full-up beacon operations in extended mission.
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2. OPERATIONS CONCEPY

Beacon monitor operations occurs when the
spacecraft is allowed to transmit tones instead of
telemetry. The four tone system does not represent
spacecraft state, but rather the spacecraft’s assessment of
how urgent it is to track for telemetry. For this reason,
the basic four tone system described in Table 1 can
support most any type of deep space mission

Tone Definition

Spacecraft isnomina, al functions are
performing as expected. NO need to
downlink engineering telemetry.

An interesting and non-urgent event has
occurred on the spacecraft. Establish
communication with the ground if
convenient to obtain data relating to the
event. Example: device reset to clear
error caused by SEU or other transient
event.

The spacecraft needs servicing.
Communication with the ground needs
to be achieved within a certain time or
the spacecraft state could deteriorate
and/or critical data could be lost.
Examples: solid state memory near full,
non-critical technology hardware
failure.

Spacecraft emergency. A critical
Urgent component of tbc spacecraft has failed.
The spacecraft cannot autonomously
recover and ground intervention is
required immediately. Examples: 1553
busfailure, PDU failure, SRU failure, IPS
gimbal stuck.

Beacon mode is not operating,
spacecraft telecom is not Earth-pointed
or spacecraft anomaly prohibited tone
from being sent.

Nominal

Interesting

I mportant

- No Tone -

Table 1 Beacon Tone Definitions

Although the flight project determines how
frequently to poll the beacon tone, a rate of once per day
is generally considered optimal.  When the tone
indicates that tracking is required, an antenna is
scheduled to retrieve the summary. If the summary
reveals that further intervention is necessary, another
track is scheduled to uplink commands or retrieve more
data. A mission would likely transition gradualy to
beacon operations once routine operations are underway.
The summarization flight software adapts to downlink
rate, allowing much larger telemetry summaries in the
early phases of the mission. As operators become more
comfortable using the summaries, frequency of hominal
tracking and summary size can be scaled-back for
additional cost savings. Summary passes can be much
shorter than the 6-8 hour passes used on traditiona deep
space missions, even when larger summaries are
desired.

3. FLIGHT SYSTEM HA RDWARE

The responsibility of flight hardware is to generate
and transmit beacon signals representing the four
beacon states. In theory, this function can be supported
with a very simple transmit subsystem that has a
modulator, an exciter, an amplifier, and an antenna.
The telecommunications subsystem for space missions
in general is more complicated. The complexity varies
from one mission to another and is affected by the
coverage reguirements, the number of frequency bands,
and the redundancy requirements. For the DS-1 mission,
the telecom subsystem includes a Small Deep Space
Transponder (SDST), a 125 W X-band solid state
power amplifiers (SSPA), a 2.5 W Ka-band SSPA, two
X-band low-gain antennas (I.GA), and one dual -
frequency X- and Ka-band high-gain antenna (HGA).
The gain of the HGA is-25 dBic gain at X-band and 27
dBic at Ka-band. The gain of the LGA is -9 dBic. The
SDST is a highly integrated package that includes a
telemetry modulator, exciter, and command detector.
The DS-1 telecommunications subsystem will be used
to generate and transmit beacon signals for the
experiment, without modifications.

The four beacon messages are each represented by a
pair of tones, centered around the. carrier. These tones
are generated by phase-modulating the RF carrier by a
squarewave subcarrier using 90 degrees modulation
angle. The carrier will be completely suppressed. The
resulting downlink spectrum will consist of tones at
odd multiples of the subcarrier frequency above and
below the carrier. The higher harmonics will be
ignored; only the tones at the fundamenta frequency
will be used to represent the transmitted message.
Ignoring the higher harmonics results in a slight loss of
signa strength. In return, it makes the detector more
robust in the sense that reliable signal detection can be
achieved without knowing the exact downlink carrier
frequency. The SDST has the capability to generate a
wide range of subcarrier frequency to represent the four
beacon messages. However, the downlink frequency
uncertainty and detector complexity together constrain
the selection of the subcarrier frequencies. The frequency
uncertainty is caused by a combination of on-board
temperature variations and uncorrected residual Doppler
frequency. For the Beacon Monitor Experiment, the
four subcarrier frequencies are 20, 25, 30, and 35 kHz.
The signd structure is shown in Figure 1.

B
I I O
Fef4 feofi

T Fe Foyl Fosfd

B=Frequency uncertainty Fe=Carrier frequency
fi=Subcarrier frequency for the i* message

Figure 1 Signal Structure
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4. FLIGHT SYSTEM SOFI'WARE

The amount by which beacon monitoring reduces
operations cost depends largely on the level of
autonomy achieved onboard the spacecraft.  Systems
that can perform more robust recovery from anomaly
conditions and provide flexible onboard data
management can achieve the most benefit from beacon
operations. The two primary flight software
innovations impelmented through the beacon monitor
development effort are onboard engineering data
summarization and beacon tone selection. The tone
selection module is a software component that
implements the functionality required to select tone
states based on spacecraft health information. The
summarization module is a comprehensive architecture
for creating summaries of engineering data between
telemetry downlink periods.

4.1 Tone Selection

The tone selector module maps fault protection
messages to beacon tone states. This module outputs
the tone state as a telemetry packet and a message to the
Small Deep Space Transponder to actually set the tone.
The output of the module can be turned OFF, ON or
RESET by issuing a ground command. Tone state
always transitions to a higher level of urgency until
reset by a ground command. The tone selection module
for DS-1 currently consists of 1583 source lines in C
and uses 31 Kbytes of memory when compiled for a
Power PC series processor. The processing load is all
in response to external messages which come at
undetermined intervals (less than |/see). The
processing time for one message is negligible.

4.2 Data Summarization

Flight software for summarization integrates
several techniques into one cohesive architecture for
providing operators with information required to analyze
spacecraft engineering data. The method for creating the
summary data is highly event-driven and uses the data
prioritization capabilities built into the telemetry
management software. It has been a design goal to
integrate the most advanced techniques possible into the
architecture. Transforms and adaptive alarm thresholds
are key components of an architecture creating top-level
summary statistics, episode data (high-resolution culprit
and causally related data), low-resolution “snapshot”
telemetry, and user-defined data .

Transforms

Each sensor will use a selected subset of the five
transforms included in the summarization software
package. Those transforms are: minimum value,
maximum value, mean value, first derivative, and
second derivative. To compute the transforms, the raw
data from each sensor is stored in a lag vector of a

predetermined length, and the value ot the transtorm is
computed across the vector. It should be noted that the
first and second derivative transforms are not true
derivative functions. The first derivative transform
simply computes the rate of change between the first
and last points in the vector. Similarly the second
derivative transform calculates the rate of change
between the difference of the first two values in the
vector and the difference of the last two values in the
vector. Minimum, maximum, and mean values are
also caculated for the first and second derivative
transforms. Transforms require more computational
cycles than straight limit comparison; however, the
time required to perform the mathematical operationsis
inconsequential .

Using the transforms to determine when an episode
should begin provides more flexibility than simply
testing the raw data against red-line limits. If an episode
were to begin whenever a sensor value moved
above/below a certain value, then red-line limit sensing
would be sufficient. This functionality, which is
adequate for many sensors, is still provided when we
use the transforms. By using the maximum and
minimum value transforms, we can duplicate the red-
line limit sensing. If the maximum/minimum value
goes above/below the set boundary, then an episode is
started. However, using the transforms also provides
this functionality while better handling some cases,
where the traditional method would either fail or signal
false aarms.

In traditional limit sensing, there is no concept of
memory or time in examining values, i.e. an episode
cannot be triggered if a value stays above/below a
certain level for a certain amount of time. However,
this type of behavior can be captured with the mean
value transform. A value falling below a limit for too
long will reduce the mean, causing an episode to begin.
With traditional methods, an episode would occur
anytime the value dropped below the threshold,
possibly leading to many false alarms.

During nominal spacecraft operation, some sensors
may change value in a cyclical manner. Traditional
limit sensing would be able to detect when the sensor
went above or below its expected values, but would fail
to detect the anomalous situation where the vaue did
not change. To handle this case, we could use the first
and second derivative transforms, For a constant value,
both first and second derivative functions would be zero,
signaling that an episode should be triggered.

Adaptive Alarm Thresholds [3]

The current state-of-the-art in anomaly detection is
to use limit-sensing, in which the current sensor value
is compared against predetermined high and low “red-
lines’. Such red-lines are typically constants across
many or all mission modes and it is difficult to
determine tight limits which will work well throughout
the mission. Thus, to avoid frequent false alarms, the
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red-lines are made imprecise, leading to missed alarms
“and missed opportunities for early anomaly detection.

An alternative to red-line limits is envelope
functions learned from historical and/or simulated data.
Limits become dynamically changing values instead of
static constants. These limits are functional values
based upon the values of related sensors and other
factors, such as the current operational mode of the
spacecraft. Although learning precise envelopes can take
longer than determining red-lines, initial loose
envelopes can be learned quickly. With further training,
the bounds can be incrementally tightened, while still
retaining a low fase aarm rate. Since the learned
envelopes are tighter than red-lines, they have a much
lower missed alarm rate. Novel training methods are
being employed to avoid bounds which cause dlarmsin
nominal training data, Therefore, these envelopes are
loose enough to avoid false alarms, provided the
training and validation data are representative.

In order to learn the envelopes, the ELMER
(Envelope lLearning and Monitoring via Error
Relaxation) algorithm will be used. For training
purposes, ELMER can be run on the ground using
historical spacecraft data, examining both anomaly and
nominal data sets in order to determine accurate bounds.
For certain phases of the DS- 1 beacon monitor
experiment, the ground trainer will produce 1 imit
functions for uplink as shown in Figure 2.

Downlinked
tc]cIlctry

Adaptive > Updated summary functions
Filter Engine

(Ground SW) > Updated episode limits

Figure 2 Ground Trainer Software
Flight Software Architecture

The summarizer consists of 3 subroutines: data
collection and processing, episode, and mission
activity. The data collection and processing module
receives data from various domain units via C function
cals and applies summary techniques to these data,
producing summary measures for downlink to the
ground. The Sampler/Summarizer/Episode Identifier
module is awakened once per processing interval (1 sec.
for DS- 1), at which time it reads the current value of all
the spacecraft data items available, computes derived
data such as running minimum, mean and trends,
checks the raw and derived data against upper and lower
limits, starts and ends “episodes’ describing out-of-
limits conditions, and produces historical and episodic
telemetry. It also responds to spacecraft state messages
to determine the current spacecraft activity, which
determines which set of bounding limits to use. The
architecture diagram shown in Figure 3 shows the
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interlaces between the subroutines and the major
constituents of the summaries.

Data collection is performed by providing a central
memory array accessible to all flight software.  The
various flight software modules update the memory
array once per second or whenever the data changes,
whichever is less often. The update is done by direct
write, thus the time for a single update is just a few
microseconds.

The episode subroutine looks for anomalies within
the data and summarizes all data relevant to the
anomaly. The episode subroutine receives summary
and engineering data internally from  the
summarizer/sampler module and compares the data with
adarm limits. If the limit is exceeded, the subroutine
spawns a new episode and collects relevant data from
the summarizer/sampler. This data is in the form of
one minute summaries that start five minutes before the
episode and end five minutes after the end of the
episode. At the end of the episode, the subroutine
outputs episode name (out of limit data ID), high limit,
low limit, relevant data, start and end times.

The mission activity subroutine determines the
overall spacecraft mode of operation. This determination
is used to select data and limits for a particular episode
in the episode subroutine. For example, solar electric
propulsion (SEP) sensor values may be important
while using SEP, but if the satellite is in RCS control
mode then SEP sensor values could be ignored. In
addition, the ACS rate limits might be different during
cruise than during a maneuver. As this example points
out, it is necessary to use the mission activities to
determine which data to use for episode identification.
The mission activity is intended to be exclusive. When
anew mission mode start message is received, the
previous mission mode is assumed to have ended.

The sampler module and its related data gathering
module currently consist of 3038 lines of source code
and 222 Kbytes of memory on the Power PC series
processors. Activity determination is a rare event and
processing time is negligible. The once-per-wake up
processing time for DS - 1 averages out to 30ms.

5. TONE DETECTION SYSTEM

The ground monitor station is fully automated and
its operation is driven solely by schedule and predicts.
The received signa is first down-converted to IF,
sampled, digitized, and recorded. The digitized signal is
processed by the signal detector, which performs a non-
coherent detection using Fast Fourier Transform (FFT).
The detected signal is then decoded by the Message
Decoder, and the deeded message is then disseminated
to the mission operations team and other users. A block
diagram of the station is shown in Figure 4.
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LNA Monitoring Detecled

& ) s D(.C‘ & - Siguat | Message msg &

DIC Recording Detector oder ancillary
data

Schedule, Puinting

Controller | <
R & Frequency Predicts

(t)=received monitoring signal at IF frequency

Figure 4 Monitor Station Block Diagram

The signal detector contains four tone detectors,
one for each message. To insure proper signal detection,
the bandwidth of each tone detector must be sufficiently
large to accommodate the frequency uncertainty and
frequency drift of the downlink frequency, i.e., the
beacon tones for a given message will not drift outside
of the passband of the detector for that message. Fast
Fourier Transform (FFT) is employed to compute the
energy of al spectra pars having spacing
corresponding to the four beacon signals. Because of
oscillator instability, Fourier transforms cannot be
produced over long time intervals. The total observation
time is divided into short intervals. FFTsare first
performed over these short intervals and then
incoherently combined after the frequency drift has been
removed. The maximum of the outputs of the four tone
detectors is then selected and compared against a pre-
determined threshold to determine which message has
been received. A block diagram for the signa detector
and the message decoder is shown in Figure 5.

Tone Det. | X, —_— —_—
(Msg. 1)
o
v |__[Tone Detet. | x; % Yes
-\_ (Msg.2) ) AX g > Mggi
-I)/C — | X
3 =
- T((bmk“:[‘,aa)':tx_’ al vV [ No Signal
- % | No
| | ToneDet. | X,
Msg. 4) RS —

Figure 5 Monitoring signal detector and
message decoder

6. TONE HANDLING & REPORTING

The beacon signal detection and message delivery
system for the DS- 1 experiment is shown in Figure 6.
DSS-26 (a 34m DSN antenna) will double as a
monitoring station as well as a demand access station.
The beacon message is first received and decoded by the
remote monitoring station and subsequently transmitted
to the BMOX team at JPL via a secured link, such as
the NASA Science Internet, BMOX in turn forwards
the beacon message to DS -1 Mission Operations and
other end users, including the Demand Access
Scheduler, using e:mail or pagers. Depending on what
message has been received, different activities will be

carried out by the BMOX team, the Demand Access
Scheduler, the Mission Operations team, and the DSN
station. If the tone indicates that telemetry tracking is
required, the Demand Access Scheduler will schedule a
downlink track for the demand station to receive
telemetry from the spacecraft. The Scheduler will
notify the BMOX team of the schedule. BMOX will in
turn notify the Mission Operations team and obtain its
approval to carry out the downlink track triggered by
the beacon message. One round-trip-light-time prior to
the downlink track, a command will be transmitted to
the spacecraft by the demand access station or by
another 34m antenna station to initiate the downlink
pass. The downlink telemetry will be received by the
demand access station, forwarded to the Mission
Operations and the BMOX teams, and analyzed.

7. SUMMARY DATA VISUALIZATION

Moving to a paradigm where downlink is
infrequent requires new approaches for data visualization
on the ground. The onboard summarization
architecture provides data at variable resolution based on
total available bandwidth and the number of significant
episodes since the last downlink. The operator will
need to quickly locate the high resolution episode data
and would likely use the low resolution (snapshot) data
for gaining overal system context. An incremental
development process is being used with an end vision
to develop automated software that searches the data for
important information identified in the downlink and
guides the operator through analysis of that data.

8. ANTENNA SCHEDULING [4]

Current missions using the DSN negotiate tracking
schedules well in advance of the launch date. While
this approach is adequate for missions that have pre-
define tracking requirements, it does not mesh with
demand-access paradigm of the beacon monitor
approach. Since beacon monitoring requires that the
spacecraft initiate tracking, antenna schedules must be
formed adaptively. For this reason, automated
approaches for enabling low-cost, adaptive tracking of
DSN antennas are part of the end-to-end solution. The
DSN advanced technology program is supporting
beacon monitor operations development by developing
methods for automated scheduling and providing
dedicated antenna resources that can be used for tone
detection, telemetry acquisition and command uplink.
Segregating pre-scheduled missions from beacon
monitor missions avoids conflicts in scheduling
paradigms while at the same time evolving a long-term
capability within the DSN to support beacon monitor
operations.

CONCLUSION

Concentrating on reducing the downlink offers
extremely high payoff for deep space missions. The
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technology an important. yet practical step in creating
, advanced mission system designs for low cost
operations. As an added benefit, this approach is highly
compatible with ongoing work in other areas of
spacecraft autonomy and the benefits from using beacon
monitor operations are enhanced as space systems
become more robust.
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ABSTRACT

This paper describes a technique for measuring trace
guantities of oxygen and moisture contaminants present in
a semiconductor  and/or  containerless  processing

environment. Monatomic negative oxygen ions, 0-, formed
by electron dissociative attachment through interaction with

the molecular oxygen and water, arc measured to infer the
presence of the contaminants. This technique exploits the
fact that the cross section for the reaction is greatly
enhanced at the resonant energy. The device built to
demonstrate this technique combines a small gridded
electron ionizer with a conventional mass spectrometer.
The concentrations of oxygen have been measured using the
method of standard additions by diluting O, in N, The

lowest detection limit obtained was 1.2 kHz (0 count rate)

at a concentration of 107, corresponding to 0.1 ppb.
Sensitivity calculations for detecting moisture, and electron
and ion trgjectory modeling using the SIMION program are
presented. The detection of trace quantities of water vapor
was attempted. The difficulties with handling water in the
experiments are also described.

KEYWORDS

Oxygen Detector, Moisture Detector, Contamination
Control, Processing Environment, Sub-ppb Detection,
Mass Spectrometry, Resonant Electron Attachment, Ray
Tracing, Reversal lonizer.

1. INTRODUCTION

Gaseous contaminants such as oxygen, water vapor,
nitrogen and hydrocarbons are often present in
semiconductor device fabrication [Ref. 1] and containerless
materials processing [Ref. 2]. Oxygen and water vapor are
some of the most reactive gases and they therefore have the
most adverse effects on the operations. These contaminants
arise as a result of outgassing from hot surfaces or they
may be part of the impurities in the process gas (even in
commercial ultra-high purity gases). Sources of moisture
arc usualy from chamber wall and silicon wafer resorption,
or as reaction by-product. They can cause surface oxide
formation, hence affecting the quality of semiconductor
devices; or become unwanted nucleation sites in
undercooling experiments.



The measurement and control of residual oxygen and
moisture at the sub-ppblevel in semiconductor processing
iscrucia to several production lines, such as the production
of highly integrated chips (64-Mb and higher DRAMS, for
example). The thin film properties can be irreversibly
aftected by localized defects caused in the presence of these
contaminants. In the case of metal films, the presence of
oxygen and/or moisture leads to the formation of an oxide
layer, causing a decrease in electrical conductivity, a
reduction in optical reflectivity, and corrosion of the metal.
Real-time in-situ contaminant monitoring enables the
deployment of statistical process control to minimize yield
loss.

Most commercial instruments for trace oxygen
measurement USe an electrochemical cell as the sensor
element. Solid electrolytic detectors have an oxygen
detection limit of around 50 ppb and liquid electrolytic
detectors generally have a lower limit. Although the
Atmospheric Pressure lonization Mass Spectrometer
(APIMS) can potentially measure below one ppb level f or
many gas species, its complexity, cost, and size limit its
utility. A number of vacuum instrumentation has been used
for monitoring moisture. lonization gauges and residual gas
(or partial pressure) analyzers are most commonly used.
The exposure of these instruments to moisture during
operation can sometimes seriously affect their performance.
Some sensors determine moisture concentration by
measuring the electrical impedance using aluminum oxide.
The sensitivities of these sensors are claimed to be in the
low-ppb range. However, in some operations, even
concentrations below ppb levels have a detrimental effect
on the processing where continuous monitoring is
necessary. More sensitive detectors are therefore highly
desirable.

This paper describes a technique for measuring trace
quantities of oxygen and water vapor at sub-ppb levels that
utilizes the resonant electron attachment method. This
method exploits the fact that the electron dissociative
attachment cross section is largest at the target resonance
energy, giving a much higher detection sensitivity and
enabling lower concentrations to be measured. It also
decscribcs the experimental setup for demonstrating this
method. The results for oxygen detection will be presented,
along with electron and ion trajectory modeling for water
molecules, and the difficulties with handling water vapor in
the experiments.

2. SENSITIVITY CALCULATION FORO’
DETECTION FROM O

When electrons of appropriate energies collide with

molecular oxygen, negative oxygen ions, O-, are formed.
This dissociative electron attachment process can be
expressed as:

¢+ 0y =>0+0

The detection of O'is used as signature for the presence of
the contaminant molecular oxygen. In order to evaluate the
capability of this technique and to obtain an estimate of its
detection limit, wc have performed a calculation based on
realistic experimental paramcters  applicable to our

experimental set-up. The detected O’ signal count rate, S (in
Hz), from electron attachment to O» (in single collision

conditions) at the resonance energy is given by:

S(Hz) = k*n:V-ng veo(E) (Eqn. 1)

where

E is the electron energy, at the resonant dissociative
attachment energy, = 6.8 eV (Figure 1).

o(E) is the cross section for O-production at the

resonance energy =1.34x 10-*8 cm’[Ref. 3, 4].
v, isthe electron velocity at the resonance energy (6.8

eV) = 15.4x10’ cm. gl

n, is the electron density, estimated to be 2.6x 10°cm’®

for a50 mA beam.
V isthe size of the collision region, which is a spherical

volume, estimated to be - 2x 10%cm’.
n. is the molecular oxygen density at room temperature,

a quantity to be determined.
K is the transmission coefficient corresponding to the

quadruple mass efficiency and the loss of ions during
extraction, estimated to be -0.005. This includes the

50% duty cycle.

Assuming a signal rate of 100 Hz is necessary for a
reasonable signal-to-noise ratio one may calculate from
equation 1 the corresponding value of n. in the atmosphere

to be detected:
n,= 1.86x10 cm™

This corresponds to a fractional concentration, C, in air of

C=068x10"
where

C=n,/n,

n, isthemolecular oxygen density given above

n, =N,V =273 10° cm™ where N, is the
Avogadro number (6x 10%) and Vi isthe molar volume

at standard temperature and pressure (22400 cm’)



This calculation shows that this technique is capable,
theorcetically, of detecting oxygen concentrations in the
sub-ppt level.
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Fig. 1. Cross section for the formation of O from
0,as a function of electron energy. The cross

sections are taken from Ref. 4.

3. SENSITIVITY CALCULATION FOR O°
DETECTION FROM H;O

The dissociative electron attachment process for water
vapor can be expressed as:

e + H,O= Hy + e}

A similar calculation of the sensitivity for producing O'in
resonant electron attachment with water molecules was also
performed. The resonant attachment cross section is a curve
with a peak centering around a resonant electron energy of
10.5 eV [Ref. 5]. The maximum cross section value at the

peak is approximately 1.48x 10*°cm’[Ref. 5]. Assuming
all the other parameters to be the same as oxygen above and
again assuming a signa rate of 100 Hz is necessary for a
sigmrl-to-noise ratio of 10 (for an accuracy of 93.390), onc
may calculate, from Equation 1, the water density in the
atmosphere to be detected:

n,.= L20x107 em™
This correspondsto atractional concentration, C, in ar of:

C=().45X 10"

This calculation shows that this technique is also capable,
theoretically, of detecting water vapor concentrations in the
sub-ppt level.

4. EXPERIMENTAL DESCRIPTION

An instrument was built to detect the monatomic

negative oxygen ions, O-, as signature for the presence of
the contaminants. A schematic diagram of the device is
shown in Figure 2. Electrons are produced at the filaments
F, and arc accelerated through a cylindrical grid G. Within
G is an €electricaly-isolated stainless steel tube T which is
perforated by several rows of small holes to alow the
oxygen molecules to effuse through.

Potentialson F, G and T arc arranged so that electrons
from F are accelerated towards G, then decelerated and
reflected near the surface the tube. Around this reversal
region electrons have a range of energies from near-zero to
several €V, depending on the local equipotential. Electron
collisions with the oxygen or water vapor effusing through
Tat the appropriate electron energy (6.8 eV for oxygen and
10.5 for moisture)lead to the process of dissociative
electron attachment of the contaminant gas species. The

resulting negative ions, 0-, are extracted along the length T
by the extraction cone EC and lens L,. lons are focused
with a three-clcment lens system L, L, and L3 onto the

entrance aperture A of a quadrupole mass analyzer ( QVA) .
They arc dctccted with a channel multiplier (CM), amplified
(AMP), and counted by a single-channel scaler with
variable counting time.

The electron acceleration and ion extraction are operated
in a pulsed mode with 5070 duty cycle at a repetition rate of
9 kHz. During the “electrons ON” cycle, typicadly 12 V
potentia is applied to G. Electrons from F are accelerated
through G towards the grounded T and attach to oxygen or
water molecules effusing through T. In this phase the
voltages on elements EC and .| are held at ground so that
penetrating fields from these elements do not interfere with
fields in the collision region and hence do not distort the
motion of the low energy electrons. During the “electrons
OFF" and “ions ON" cycle the voltage at G is reduced to -
0.05 V and the voltages on EC and L,are both raised to

approximately 50 V. L, and Ly are set to approximately

170 V and 40 V respectively (not pulsed) to extract the O”
ions from the collision region.
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Fig. 2. A schematic diagram of the experimental setup to demonstrate the resonant attachment method

4.1. Computer Simulation For Water Vapor

Ray tracing simulations were performed using the
SIMION program [Ref. 6], for the attachment of water
molecules by electrons with energies around 10.5 eV.
Figure 3 shows the combined trajectories of electrons and

[of
1
F

IONS

=,

"y

O'ions, even though the two processes occur at two
different time intervals of the experimental procedure. This
curve serves to illustrate the effect of the electric fields on
the relative trajectories of the electron and ions during the
attachment and ion extraction cycles.

TO QMA

Fig. 3. Ray tracing simulations using the SIMION program for the attachment of water molecules by electrons
with energies around 10.5 eV. It shows the combined tragjectories of both electrons and O'ions.

During the attachment period, electrons arc accelerated
by the cylindrical grid (G biased at 50 V) and then
decelerated and reversed at the surface of the tube (T biased
dlightly negative). Electrons with the resonant energy arc
available near the surface of the tube. While the electrons

arc attaching to the water molecules, the extraction cone
(C) and the first lens L, are grounded in order not to disturb
the electrons trajectories. The simulations show that with
the present voltage configuration, the electrons are
oscillating between the filaments and the tube. This



“trapping” effectallows the electrons more than one
opportunity to get attached to a water molecule effusing
from the tube, thus enhancing its sensitivity.

During the ion extraction period, the grid and the tube
arc grounded to prevent interference of the ion extraction
cycle by the electrons. The extraction cone as well as the
first electrode of the Einzel lens system arc biased

positively ( 100 V). The Oions arc launched at different
positions aong the length of the tube with a thermal

energy of O. 14 eV at zero angle. This figure also shows O
ions being extracted as they are formed aong the length of
the tube and then focused with the Einzel lens system into
the entrance aperture of the mass spectrometer. The
potentials on the Einzel lenses are L =100, L,=400, and

L3 =60 V. Caculation of the equipotentials between the

filaments and the tube shows that the equipotential with 10
V ispardle andisat 1.5 mm from the surface of the tube.

5. RESULTS
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Fig. 4. A mass spectrum of disociaive electron
attachment of O, showing a peak at m/e=16

corresponding to O-.

A mass spectrum corresponding to the negative ions
formed in dissociative electron attachment of 0,is shown

in Figure 4. The peak clearly visible at m/e= 16 corresponds
to O-. To determine the analytical capability of this

technique, asensitivity curve- was obtained using the
method of standard additions [Ret, 7. Mixtures 0102 in N>
(99.99% purity) were prepared at various fractional
concentrations C (by particle density) from 1.0 (pure O,) to

Ix1O-"na stainless steel vacuum system. All lines were
thoroughly outgassed to prevent contamination of the
mixtures during preparation. The O,N, mixture was

transferred to the target region which was kept at 2x 107
torr pressure.

The O'signal was measured as a function of C and the
sensitivity obtained from the slope of the standard-additions
plot. These results are shown in Figure 5. Errors in the
data represent the quadrature sum of the statistical counting
error, and the error in reading the pressure gauges used to
make up each fraction. They arc given at the 1.7 c1 (90%)

confidence level. The O'signal S(Hz) has a maximum
value S=21 kHz in the pure oxygen case (C=1) then

decreases uniformly to avaue of S=1.2 kHz at C =1x10-10

(O. 1ppb). Below the 10™ concentration, the signal began
to fluctuate and a stable reading with the same 90%
confidence level was not obtained. Improvements to the
stability of the signals in order to increase the measured
sensitivity at low concentrations are being pursued.
Possible solutions include increasing the electron current
(with addition of more filaments) and designing more
efficient ion extraction optics.
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5.1. Water Vapor Measurements And
Experimental Difficulties

Figure 6 shows a mass spectrum obtained by
introducing moisture in the attachment region. The
spectrum corresponds to the negative ions formed i n
dissociative electron attachment of water molecules and the

peak at m/c= 16 corresponds to Oions. However,
sengitivity measurements with water vapor were extremely
difficult. The method of standard additions described above
for oxygen measurements requires stable mixtures over a
long period of time. It was not possible to achieve this
with the present set-up duc to condensations of the water
along the transfer iines. This led to large instabilities of the
output signal, rendering the data unreliable. Consequently,
no sensitivity curve was obtained with water vapor despite
intense efforts to maintain a heated line to transfer tbc
water vapor into the vacuum chamber. Alternative methods
arc currently being explored.
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Fig. 6. A mass spectrum of dissociative electron
attachment of H,O, showing a peak at m/e= 16

corresponding to O-.

6. CONCLUSIONS AND DISCUSSION

A technique for measuring trace quantities of oxygen
and moisture contaminants present in a semiconductor and
containerless processing environment has been developed.

Calculation  shows  that  this  technique 1S

theoretically, of dctecting  oxygen and  water
concentrations in the sub-pptlevel. The device, built to
demonstrate this technique, measured a sub-ppb sensitivity
level for oxygen, This instrument combines a small gridded
electron ionizer with a compact mass spectrometer. The
ionizer part itselt is no larger [ban a traditional Bayart-
Alpert ion gauge. The ion extraction optics and the mass
spectrometer (QMA) represent the bulk of the mass. The

Capable,

vapor

maximum operating pressure ( | 0° torr) is primarily
determined by the operation of the QMA. In order for this
oxygen/moisture detector to be widely applicable to
different  industriecs, such as in  semiconductor
manufacturing, higher operating pressures (in the millitorr
range) need to be achieved. A miniature assembly of several
quadrupoles, capable of operating up to 10 rntorr [Ref. 8],
may be a possible solution. This quadrupole array,
mounted on a rnini-Conflate flange, makes it idea to
interface to the ionizer. Furthermore, scaling down the
dimensions of the ionizer would decrease the path length of
the electrons and ions, thus alowing an increase in the
operational ambient pressure.
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