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ABSTRACT 

Reliable  prediction of stellar  diameters,  particularly  angular  diameters, is a useful 
and  necessary  tool for the increasing  number of milliarcsecond  resolution  studies  being 
carried  out  in  the  astronomical  community. Specifically, the  task of calibrating  visibil- 
ity  amplitude  information  from  astronomical  interferometers  often  requires  the  ability 
to reliably  estimate  diameters  and  uncertainties  associated  with  those  diameters.  The 
approaches  generally used throughout  the  literature  are  discussed  and  compared.  Pre- 
dictions  from  assumptions of stellar  linear size and  distance  are  generally  poor, while 
fitting  these  objects  as  blackbody  radiators  is a better  approach,  with  certain  limita- 
tions  discussed  herein. A relatively  accurate  technique of predicting V = 0 and B = 0 
apparent  angular sizes  is  presented  for both  giant  and  supergiant  stars,  and for more 
evolved  sources.  This  technique uses  observed B ,   V ,  and K magnitudes  to predict 
angular  sizes for giant  and  supergiant  stars  to 22-25% for a 99% confidence level re- 
sult.  Application of these  techniques  towards the  task of normalizing  visibilities  from 
interferometers  is  also  discussed  in  detail. 

Subject headings: Instrumentation:  interferometers - stars:  fundamental  parameters 
- infrared:  stars 
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1. Introduction 

In the last 15 years, near-infrared interferom- 
eters have  evolved  from rudimentary  prototypes 
to  the first generation of facility instruments, 
from the first fringes at CERGA (Di Benedetto 
& Conti 1983) to  the Earth-scanned fringes at 
IRMA (Benson et al. 1991) to  the recent near- 
IR first fringes with  NPOI (Dyck 1998a). Prior 
to  the results from long-baseline interferometry, 
lunar  occultations were utilized to measure stel- 
lar angular sizes  (Ridgway et al. 1977) and con- 
tinue to provide a steady  stream of diameters 
(Richichi et  al. 1998), to which the size deter- 
mination techniques presented herein are equally 
applicable. 

In interpreting long baseline interferometer 
data, one  is frequently interested in establish- 
ing the point-source response of the instrument. 
This response can  be measured by observing cal- 
ibration sources with the interferometer - sources 
that  are effectively  unresolved or close to unre- 
solved  by the interferometer, and reliably pre- 
dicted as such. The calibrator response will be 
convolved with that of the atmosphere as well 
as the instrument. Due to  the temporal and 
spatial variations of the atmosphere,  calibration 
sources are desired to be close to  the science tar- 
get(s)  in  both angle and  in  time.  In  this sense, 
calibration sources are utilized much  like stan- 
dard  stars for photometry. Use  of calibration 
sources is well established in the infrared (cf.  Di 
Benedetto 1985,  Dyck et al. 1996a) and  the vis- 
ible (cf.  Mozurkewich et al. 1991, Baldwin et 
al. 1996). A detailed investigation of stellar  sur- 
face brightness as a function of V - K color has 
already been published by  Di Benedetto (1993), 
building on the previous work  by Barnes & Evans 
(Barnes et al. 1976a,  1976b, 1978), studies that 
are of course closely related to  the question of 
angular size being addressed by this  manuscript. 

One of the powerful aspects of interferomet- 
ric data is the ability to provide precise angular 
sizes  for large stars, even in the presence of large 

uncertainties for the smaller calibration sources. 
However, as astronomical interferometers have 
grown in size (from the 4.8 m baseline of IRMA to 
the llOm baseline of PTI; cf.  Benson et al. 1991, 
Colavita et al. 1999), ‘unresolved’ sources have 
become  more scarce. The next generation of in- 
struments (e.g. CHARA, Keck,  VLTI;  McAlister 
et al. 1994, Colavita et al. 1998, Mariotti et al. 
1998)  will  have  even larger baselines, although 
their larger apertures (typically 1 to 2 m, ver- 
sus 12-40 cm) will  allow the use of more distant 
stars  as  calibration sources.  However,  for those 
more distant  stars, only limited information is 
available, and  spectral  typing, photometry, and 
parallaxes are  all less available and less accurate. 
Deriving expected angular sizes, and determining 
the degree to which a given source is  ‘unresolved’, 
is a greater challenge in this case. Fortunately 
the release of the Hipparcos catalog (Perryman et 
al. 1997) and  the  future release of the  data from 
the 2MASS and DENIS surveys, which  have  lim- 
iting magnitudes of K > 14.3 and 13.5,  respec- 
tively (Beichman et al. 1998, Epchtein 1997), 
will provide information on these more distant 
sources. 

2. Selection of Unresolved Calibration Stars 

At the heart of selection of unresolved sources 
is establishment of a criterion for  ‘unresolved’. 
Clearly such a criterion varies with  instrument 
- a source unresolved  for a 21 m baseline in the 
near-IR might be well  resolved at a facility with 
a 110 m baseline at  the same wavelength, or a 
38 m baseline being operated at 800 nm. A 
given source will be  adequate as  an unresolved 
point-source reference  based upon  its expected 
size, and  the uncertainty in that expected size. 
Simply put, a source qualifies as ‘unresolved’ if 
it  cannot be discerned from a point source by a 
given instrument. The systematic  limitations of 
an instrument’s response generally will establish 
what sources are  truly unresolved  (see 52.2 for an 
explicit example.) 

Sources that  are distinguishable by the instru- 
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ment from wholly  unresolved points  are also used 
quite commonly and  shall  be referred to as ‘par- 
tially resolved’ calibrators. These sources meet 
the criterion of establishing the zero-point of the 
instrument and contribute to  the zero-point er- 
ror due to uncertainties  in  their  angular size  es- 
timates at a level up to  but not exceeding to  the 
systematic  error.  Furthermore, sources that  are 
even larger than  this  and  are fully  resolved  by 
the instrument  can  be used to establish the zero 
point of the  instrument,  albeit at a lower degree 
of accuracy. These sources can be resolved stars 
whose angular sizes  have been measured in the 
past,  although care must be taken  in using mea- 
surements from different  wavelengths. 

2.1. Uniform Disk Visibility 

The visibility squared of a uniform disk is 
given as 

where x = . IrBB/Xo,  and J ~ ( x )  is the first order 
Bessel function. Given an interferometer base- 
line B, wavelength XO, and stellar  angular size 
8, an expected V2 can be determined;  or con- 
versely, a measured V2 and telescope parameters 
can deliver a uniform disk angular size. Stars 
are of course not uniform disks, but  rather, limb- 
darkened or limb-brightened disks. These effects 
and  their degree are wavelength-dependent. For- 
tunately, at 2.2 pm,  the effect of limb-darkening 
is quite small; modelling of these effects indicates 
it to be a ~ 2 %  effect  for giant stars (cf. Scholz 
& Takeda 1987,  Dyck et al. 1996a), and these 
models are  supported by observational evidence 
(cf. Tuthill 1994,  Dyck et al. 199813). At shorter 
wavelengths and for  more  evolved stars  (carbon 
stars, Mira variables), the effects become more 
pronounced (cf.  Scholz & Takeda 1987, van Belle 
et al. 1997) and need to be carefully considered. 

2.2. Example of  Unresolved  Source  Se- 
lection 

From the limiting night-to-night repeatability 
for PTI of AV2 = 0.018  for a recent experiment 
(van Belle et al. 1999), it is sensible to match 
the zero-point uncertainty to  this limiting AV2. 
Assuming that for any given star we can know its 
angular size to  a relative error of 17% (see 53.5, 
for example), a 0.60 milliarcsecond (mas) star 
will  have an uncertainty of  0.102 mas with an 
expected V2 of 0.949 with AV2 = 0.018. Actu- 
ally observing this source might result in  a mea- 
sured V2 of  0.80 f 0.04, typical for a single  120 
second scan at PTI in nominal observing seeing 
conditions. The resultant normalization factor 
would be 1.16 f 0.06  for that scan. Multiple ob- 
servations of a given calibrator/target set can re- 
duce the  statistical  uncertainty  to  the  systematic 
limit set by the night-to-night repeatability and 
the calibrator  angular size uncertainty. Given 
the AV2 = 0.018 uncertainty  limitation, Table 1 
lists estimated  angular sizes and their associated 
acceptable error  bars. 

3. Estimation of Stellar Angular  Sizes 

Given that a desired expected angular size and 
its associated uncertainty have been established, 
the next step is to derive those angular sizes. A 
number of tools are  at our disposal. First, lin- 
ear radius can be used in conjunction with dis- 
tance to  estimate  angular size. Second, under the 
assumption of black body behavior, wide-band 
photometry  fitted to a Planck function can also 
deliver angular sizes. Third, use of existing an- 
gular sizes can be used to establish a relationship 
between V - K and B - K colors, and V = 0 and 
B = 0 apparent  angular sizes. 

3.1.  Angular  Size  References  in the Lit- 
erature 

As a test of the methods discussed, we shall  be 
examining the predictions of the various estima- 
tors against known angular  diameters. For stars 
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TABLE 1 
ALLOWABLE ERRORS IN ANGULAR  SIZE 

Estimated Angular Expected V 2  
Size (mas) 

0.100f0.271 0.999f0.018 
0.200f0.210 0.994f0.018 
0.300f0.168 0.987f0.018 
0.400f0. 138 0.977f0.018 
0.500f0.117 0.964f0.018 
0.600f0.102 0.949f0.018 
0.700f0.091 0.931f0.018 
0.800f0.082 0.911f0.018 

that have  evolved off  of the main sequence, angu- 
lar diameters as  determined in the near-infrared 
are preferred, as limb darkening - and  the need 
for  models to compensate for it - is  less than 
at shorter wavelengths. There  are four primary 
sources in the  literature of near-infrared angular 
diameters (primarily K band): 

Kitt Peak. The  lunar occultation  papers by 
Ridgway and his coworkers ( Ridgway et al. 
1977a,  1977b,  1979,  1980a, 1980b, 1982a,  1982b, 
1982c, Schmidtke et al. 1986) established the 
field of measuring angular sizes of cool stars in 
the near-infrared. This effort is no  longer active. 

and his  coworkers ( Richichi et al. 1988,  1991, 
1992a, 199213, 1995,  1998a,  1998b,  1998c,  1998d, 
Di  Giacomo et al. 1991)  have further devel- 
oped this  particular technique of diameter de- 
terminations. The group is continuing to explore 
the high-resolution data obtainable from lunar 
occultations. The recent publications from the 
TIRGO group include data from medium to large 
aperture telescopes (1.23m - 3.5m), along with 
concurrent photometry. 

IOTA. The K band  angular  diameters  papers 

TIRGO. The  lunar occultation  papers by Richichi 

from the Infrared-Optical Telescope Array by 
Dyck and his coworkers ( Dyck et al. 1996a, 
199613,  199813, van  Belle et al. 1996,  1997, van 
Belle & Thompson 1999) provided a body of in- 
formation on normal giant and supergiant pa- 
pers,  and also on  more  evolved sources such as 
carbon stars  and Mira variables. Recently,  re- 
sults from this interferometer using the FLUOR 
instrument have  become available (Perrin  et al. 
1998). 

PTI. Although there is only one angular diam- 
eter  paper currently available from the Palomar 
Testbed Interferometer (van Belle et al. 1999), 
69 objects  are presented in the manuscript from 
this highly automated  instrument. 

Altogether, this collection from the  literature 
represents 92 angular diameters for  67 carbon 
stars  and Miras, and 197 angular  diameters for 
190 giant and  supergiant  stars. In addition to 
these near-infrared observations, shorter wave- 
length observations were  used to obtain diame- 
ters for main sequence objects - few near infrared 
observations exist for these smaller sources. These 
objects were  culled  from the catalog by  F’racassini 
et  al. (1988), limiting the investigation to direct 
angular size measures found in that catalog: lu- 

4 



nar  occultations, eclipsing and spectroscopic bi- 
naries, and  the intensity interferometer observa- 
tions of Hanbury Brown et al. (1974). Unfor- 
tunately,  this  sample of 50 main sequence ob- 
jects is  much smaller than  the evolved star sam- 
ple, largely reflecting the current resolution lim- 
its (roughly 1 mas) in both  the interferometric 
and  lunar  occultation approaches. Furthermore, 
many of main sequence stars  do not have  suffi- 
cient photometry to be used in the techniques 
discussed in 53.4 and 53.5. 

Shorter wavelength observations of giant and 
supergiant stars, while available (eg., Hutter  et 
al. 1989, Mozurkewich et al. 1991), were not 
utilized in  this  study for  two reasons. First, 
there  are complications arising from reconciling 
angular diameters inferred from short wavelength 
(X < 1.2pm) observations with the desired Rosse- 
land mean diameters for these cooler stars. Sec- 
ond, the majority of the  data collected on these 
stars, represented in the Mark I11 interferome- 
ter  database,  remains unpublished. Fortunately, 
these data  are anticipated to  be published soon 
(Mozurkewich 1999) and will be complimented 
by additional data from the NPOI interferome- 
ter (Nordgren 1999). 

3.2. Error Bars and  Confidence  Levels 

One particularly  important point to note is 
the concept of error  bars and confidence  levels. 
The norm in the  literature cited above is to quote 
la error bars. It is equivalent to  state  that these 
error  bars correspond to a single standard devi- 
ation of the  data, or, under the assumption of a 
Gaussian distribution,  that these error  bars cor- 
respond to  the 68% confidence  level. The two and 
three sigma error  bars correspond to  the 95% and 
99% confidence  level,  respectively. 

In  the interest of selecting sources, one is in- 
terested in determining a priori if one or more 
sources will be unresolved. In practice, it is of- 
ten  the case that multiple  calibrators  are initially 
used in an observing run, until one of the poten- 
tial  calibration  objects  has been observationally 

verified as actually having a visibility indistin- 
guishable from a point source. If the predicted 
size  for a supposed point source has only a 1s 
error  bar associated with it,  then there is a 32% 
chance that  the  actual size  will fall outside of the 
expected range, and  as such, there is a substan- 
tial chance that  the source could be  unsuitable 
for  use as  a  calibrator. 

The errors quoted in  this  paper will be given as 
errors relative to  the primary value. For example, 
if the 2a error bar for a given method is cited as 
a 20% error  bar,  then a prediction of 3 mas from 
that method will  have a 0.6 mas error,  with 95% 
of measured values between 2.4 and 3.6 mas. 

Under the assumption that  out of multiple cal- 
ibrators,  a single good calibrator can be used to 
disqualify poor calibrators, one approach is to 
utilize numerous sources with less  confidence as- 
sociated with their size. In Table 2, the confi- 
dence levels associated with 1,  2, and 3a error 
bars is listed, along with  the probability P of not 
finding a single suitable  calibrator when multi- 
ple stars  are used  for each confidence  level.  For 
a 0.3% probability that  the selected calibrators 
are not the size expected (corresponding to  the 
loss of one observation set in 300 due to improper 
calibration), 2 or more calibrators with at least a 
20 error associated with  their size are required. 

3.3. Linear Radius 

Based upon the distance to a star  and  its ex- 
pected linear radius, an angular size can be de- 
rived. The relationships between angular diam- 
eter 8 (mas), linear radius R (Ra) ,  parallax n 
(mas),  and  distance d (PC) are: 

R = 9.292 X - 
d 

= 0.009292 X Rn 

Note that  the convention in  the  literature is  for 
linear radius  and  angular  diameter - conversions 
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TABLE 2 
PROBABILITY OF 1 OR MORE  STARS NOT WITHIN EXPECTED SIZE RANGE 

Confidence Probability P 
a Level 1 star 2 stars 3 stars 

1 0.68 0.32  0.10  0.03 
2 0.95  0.05  0.003  0.0001 
3 0.99 0.01 0.0001 

from linear radii to angular  diameters often have 
an overlooked factor of 2. This approach to de- 
termine angular size  is the most straightforward, 
assuming one can provide realistic values  for R 
and d (or T ) ,  and  their uncertainties. 

The primary sources for stellar distances is the 
Hipparcos catalog (Perryman  et al. 1997), which 
includes parallaxes for  118,000 stars  out  to 1 kpc. 
The catalog's accuracy for parallaxes is 1 mas; 
for distances accurate to 30%, we would usually 
limit use of parallaxes to those that indicate dis- 
tances of  300 PC or less. 

Linear  Radius by  Spectral Type: Main  Se- 
quence Stars. Using the main sequence stars 
noted in $3.1, a mean radius-spectral  type re- 
lationship is found for these objects: 

R = 1.21f0.22+1.47f0.38-lO6 x S P - ~ . ~ ~ * ~ . ~ ~  Ro 7 

for BO (SP=20) through G3 (SP=53).  The errors 
on  the 3  parameters  in the equation above are la 
errors determined from a x2  minimization. Given 
3 degrees of freedom in the equation, Ax2 = 3.53 
about  the x2 minimum for this case (Press et 
al. 1992). Similar error calculations will be 
given  for all other relationships reported  in  this 
manuscript. Strictly comparing the predictions 
with the measured radius values, size predictions 
had 1, 2, and  30 errors (68%, 95%, 99%  con- 
fidence  levels) corresponding to 25%, 42% and 
SO%, respectively. The size of these error  bars is 

(5) 

an indicator of  two aspects of spectral  typing  in 
this application: first, it is often not accurately 
or consistently done (particularly  with regards 
to determination of luminosity class along with 
spectral  type),  and second, it is not particularly 
adequate as a single parameterization for deriv- 
ing radius. 

Linear  Radius by  Spectral Type: Giant  Stars. 
From van Belle et al. (1999), the empirical rela- 
tionship based upon 95 luminosity class I11 stars 
is: 

R = 4.04f1.40+9.58f0.84~10°~096*0~006x(SP-60)R 
(6) 

0 7  

where SP = 57,. . . , 65 ,66 , .  . . ,72 for spectral 
types G7,. . .,K5,MO,. . .,M6. For the fit, the 1, 
2, and  3a errors are 22%, 37%, and 52%, respec- 
tively,  for a given  value of R. 

Linear  Radius by  V - K Color: Main Sequence 
Stars. No clear correlation is seen between V - K 
color and main sequence star linear diameters. 
This is consistent with both bandpasses being on 
the Rayleigh-Jeans tail of the Planck function for 
most of these hot (2' > 5000K) stars. 

Linear  Radius by  V - K Color: Giant  Stars. 
In  addition to  the linear radius - spectral  type 
relationship found in van  Belle et al. (1999), an 
empirical relationship for linear radius as a func- 
tion of V - K color is also given.  For the range 
of V - K from 2.0 to 6.0, linear radius is  given 
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by: 

R = 1.76 f 0.13 X (V - K)2.36*0.06 R,; (7) 

the average absolute deviation over that range is 
22%, and  the 2 and 3a error  bars  are 36% and 
51%, respectively, for a given  value of R. 

3.4. Bolometric Flux 

Fitting a Planck curve to wide-band photom- 
etry  can lead to  an estimate of temperature  and 
angular size. Considerable photometry  exists for 
many stars at B through K (and longer wave- 
lengths), which can be readily accessed  over the 
Internet (see  53.4.2).  Many, though  certainly not 
all, stars  are adequately characterized as black- 
body  radiators  (BBR) for the purposes of this 
paper. At the low end of the  temperature scale, 
stars down to 3500K do not depart from BBR 
behavior significantly. Below this  temperature, 
stars  are  departing from  BBR behavior due to 
molecular absorption in their  atmospheres  and 
mass  loss  processes. At the high end of the 
temperature scale, stars with temperatures  up 
to roughly 7000K do not depart from BBR be- 
havior significantly. Since results on the  hotter 
stars depend more  heavily upon the  short wave- 
lengths, both adequate corrections for reddening 
and  short wavelength atmospheric effects such as 
the Balmer discontinuity become  much more im- 
portant. Beyond  7000K, stars  are beginning to 
depart from BBR behavior due to  the onset of 
non-gray opacity effects. 

Although the  actual computations to obtain 
an angular size estimate from photometric data 
is more challenging than from the linear radius 
method,  the results  tend to be somewhat better. 

3.4.1. BBR Fit  Validity 

Main Sequence Stars. Main sequence stars be- 
tween B and G spectral types are ideal calibra- 
tors when BVRIJHK photometry is available. 
From the culled Fracassini catalog (1988), there 

are 39 main sequence stars with sufficient  pho- 
tometry to determine a blackbody fit and corre- 
sponding angular size OBBR; these objects were 
of spectral  types B, A, F,  and G. For the 20 
larger objects  with OACTUAL > 0.3 mas, the cor- 
responding relationship between blackbody di- 
ameters and measured diameters was determined 
as : 

OMEASURED = -0.005f0.175+0.999f0.147~O~~~.  

The 1, 2 and  3a relative error  bars for this sample 
are 27%,  54% and  8l%, respectively.  For the 
whole sample of  39 stars,  the fit was: 

(8) 

OMEASURED = -0.093f0.165+1.042f0.171 XOBBR. 

(9) 
The 1, 2 and  30 relative error  bars for this sample 
are 41%,  81% and 121%, respectively, when the 
above  fit is used to de-trend the  data. 

As suggested above, the reason that  stars with 
smaller angular  extent  are being overestimated 
in size  by a blackbody fit is most  likely either 
insufficiently-corrected interstellar  extinction,  or 
short wavelength non-grey opacity effects. The 
smaller stars  tend  to  be either  hotter  or more 
distant  objects,  or both. Although the fits noted 
above  were adjusted for interstellar  extinction 
based upon the Hipparcos parallax, if any resid- 
ual reddening were present in the  data,  there 
would be  a tendency for the blackbody fits to 
appear cooler and larger. Flux depressions of 
5-10% in the 0.4-0.5 pm bandpasses, with none 
in the X > 1.0pm bandpasses (corresponding 
roughly to  the perceived effects of interstellar 
extinction) would  make the blackbody fit  for a 
15,000K star  appear  to be 14,00OK, with a 10% 
increase in size. Furthermore, the growing  ef- 
fect of the Balmer discontinuity for stars with 
TEFF > 7, OOOK make the BBR approach highly 
questionable for the  hotter  stars. 

Giant and Supergiant  Stars. There is a gen- 
eral  tendency for blackbody fits to overestimate 
the sizes of giant and supergiant  stars.  This ten- 
dency does not appear  to  be any more  severe 
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for luminosity class I and I1 stars versus giants, 
but does appear  to become  more aggravated as 
blackbody fits are performed on later  spectral 
types. The parameters for the linear relationship 
between predicted size and  actual measured size 
can be see in Table 3. These  parameters were  de- 
termined for both photometrically well-sampled 
stars,  and for stars with poor photometric cover- 
age; the outcomes do not appear  to vary greatly. 

Also  given in Table 3 is the ratio between 
blackbody fit diameters and measured diameters. 
As can be seen  for the F and G class giant and 
supergiant subset,  the  departure from blackbody 
behavior is not statistically significant; for the 
K class objects, the  departure is beginning to 
manifest  itself but is only a ~ 1 5 %  effect at the 
la level.  For the M class objects, the effect 
is larger, but  with  a  great deal of spread; the 
roughly ~ 6 0 %  effect has a standard deviation of 
40-60%, depending upon the sample cut. 

Finally, Table 3 presents the 1, 2, and 3a rel- 
ative errors associated with the various samples. 
These relative errors were obtained for angular 
sizes obtained from bolometric flux fits, and  then 
adjusted according to  the slope and  intercepts 
given in the table. Consistent with  this discus- 
sion  is the result that  the F, G,  and K type  stars 
have relatively little  spread when compared to 
the M type  stars. Also apparent from the rela- 
tive errors is the slight improvement in size pre- 
diction for those stars where large amounts of 
photometry exists. 

3.4.2. Sources of Photometry  on  the  Internet 

General Data. One of the more thorough ref- 
erences on stellar  objects is SIMBAD (http://simbad.u- 
strasbg.fr/  (France) and http://simbad.harvard.edu/ 
(US Mirror)). In addition to  the web-based query 
forms, one  may also obtain information from 
SIMBAD  by telnet and email. It is important 
to note that SIMBAD is merely a clearing house 
of information from a wide variety of sources and 
is not an original source in and of itself; any infor- 
mation that ends up being crucial to  the merit of 
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Measured Angular Size (e A C ~ A I )  

Fig. 1.- Predicted blackbody radiator  (BBR) 
angular sizes (OBgR)  versus measured angular 
sizes (OACTUAL) for luminosity class I, I1 and I11 
objects of all available spectral types. The BBR 
equals measured angular size diagonal line is also 
shown  for comparison. 

an astrophysical investigation should be checked 
against its primary source. 

Infrared Photometry (A > lpm) .  The  Cat- 
alog of Infrared Observations (CIO), a exten- 
sive  collection of IR photometry by Gezari et 
al. (1993) has been updated,  although the most 
recent version  is available only online (Gezari, 
Pitts & Schmitz 1997). The  latter catalog can be 
queried with individual stars or  lists of objects at 
VizieR (http://vizier.u-strasbg.fr/ (France) and 
http://adc.gsfc.nasa.gov/viz-bin/VizieR (US Mir- 
ror)). As with the SIMBAD data,  the CIO 
is  merely a collection of the  data in the liter- 
ature,  and examination of the primary sources 
is advised. Also, as noted in the introduction, 
the forthcoming release of the 2MASS and DE- 
NIS catalogs will greatly augment the collective 
database of near-infrared photometry. 

Visual  Photometry. The General Catalog of 
Photometric  Data  (GCPD) provides a large va- 

http://simbad.u
http://strasbg.fr
http://simbad.harvard.edu
http://vizier.u-strasbg.fr
http://adc.gsfc.nasa.gov/viz-bin/VizieR


TABLE 3 
LINEAR RELATIONSHIP BETWEEN BLACKBODY AND ACTUAL ANGULAR SIZES 

Spectral Luminosity  Slope Intercept 
Types  Class DOF N b a Ratio lo 20  30 

All All > 3 201 0.69 0.47 1.45 f 0.53 0.182 0.35 0.517 
FG All > 15 9 0.79 0.43 1.00 f0 .14  0.072 0.125 0.177 
K All > 15 30 0.76 0.43 1.17f 0.14 0.081 0.148 0.215 
M All > 15 46 0.63 0.63 1.59 f 0.38 0.2 0.393 0.585 
FG All > 3 14 0.86 0.22 1.02 f 0.14 0.08 0.156 0.232 
K All > 3 52 0.78 0.29 1.15 f 0.30 0.095 0.174 0.252 
M All > 3 132 0.57 0.52 1.62 f 0.55 0.21 0.448 0.687 
M I11 > 15 35 0.55 1.54 1.60 f 0.41 0.19 0.386 0.581 
M I11 > 3 113 0.6 0.61 1.62 f 0.57 0.232 0.521 0.809 

NOTE.-Linear relationship O A C T U A L  = a + b x O B B R  between  blackbody and  actual  angular sizes for 
luminosity class I, I1 and I11 oxygen-rich stars. DOF is the number of photometry data point degrees of 
freedom  for the blackbody fits; N is the number of stars available for each subset.  Ratio is the average 
value of @BBR/OACTUAL for each subset.  The  error  bars given are for the average relative difference 
between O A C T U A L  and OkBR, where IlkBR is @ B B R  detrended using the linear parameters a and b such 
that e k B R / @ A C T U A L  = 1. 

riety of wide- to narrow-band visual photome- 
try  at http://obswww.unige.ch/gcpd/gcpd.html. 
For variable stars,  the AAVSO and  AFOEV  are 
both excellent sources of epoch-specific V band 
photometry. 

3.5. Apparent  Angular Size versus V - K ,  
B - K Colors 

The large body of available angular sizes al- 
lows  for directly inferring expected angular sizes, 
bypassing considerations of stellar  distance, spec- 
tral type, reddening, and linear size.  To compare 
angular sizes of stars  at different distances, one 
approach is to scale the sizes relative to a value 
of v = 0: 

evz0 = e X 1oVf5. (10) 

The angular size thus is scaled to a  constant 
brightness distance  and becomes a measure of ap- 
parent surface brightness. Conversion between a 
V = 0 apparent  angular size and  actual  apparent 
angular size is trivial  with a known V magnitude 
and  the equation above; the same approach  can 

be employed  for K = 0 (see Dyck et al. 1996a) or 
B = 0. Given the general prevalence of V band 
and  the inclusion of B band data in the 2MASS 
catalog, the  apparent  angular size approach will 
be developed here for V - K and B - K colors. 

Giant and Supergiant Stars. By examining the 
2.2 pm angular sizes  for the 164 normal giant 
and  supergiant stars found in the interferometry 
and  lunar  occultation  papers, we can establish 
a relationship between V = 0 apparent  angular 
size and V - K color: 

0.682f0.014+0.222f0.003X(V-K) ev=o = 10 * (11) 

The 1, 2, and  30  errors from the average abso- 
lute devations of measured values  from the fit 
correspond to lo%, 17% and 25%. Similarly, for 
B - K color,  137 giant and supergiant stars had 
available photometry, resulting  in the following 
fit: 

eB=O = 10 0.656f0.023+0.220f0.004x(B-K) 
7 (12) 

with 1, 2, and 3a errors of 9.4%, 16% and 22%. 
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Fig. 2.- The 8v=o apparent  angular size  versus 
V - K color  for luminosity class I, 11, and I11 
giant stars. 

The relationship appears valid  over a V - K 
range of 2.0 to 8.0. Blueward of V - K  = 2.0, the 
subsample is too  small ( N  = 3) to confidently in- 
dicate whether or not the fit is valid, in  spite of 
the goodness of fit for the whole subsample. The 
same is true redward of V - K = 8.0. Also,  for 
stars redward of approximately V - K = 8, care 
must be taken to exclude variable stars  (both 
semiregular and  Miras). The  data points  and the 
fit noted above  may be seen in Figure 2; 8v=o and 
standard deviation by V - K  bin is  given in Table 
4. The Miras are  plotted  separately in Figure 3 
and will be discussed below. 

For B - K between 3.0 and 7.5, the relation- 
ship  appears  exhibits a similar if not slightly 
superior validity. As with the V - K color, 
the relationship appears to be valid  down  blue- 
ward of the short edge of that range, down to 
B - K = -1, but  the  data  are sparse. Redward 
of B - K = 7.5, the relationship also exhibits 
potential confusion with the Mira variable stars, 
although  there  appears to  be less  degeneracy, but 
this is possibly due  to a lesser availability of B 
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Fig. 3.- The 8v=o apparent  angular size  versus 
V - K color  for  evolved stars, including carbon 
stars, S stars, all  types of Mira variables, and 
non-Mira variables. The solid upper line is the 
fit line for these objects, and  the dashed lower 
line is the fit line for the giants and supergiants 
from Figure 2. 

band data on these very red sources. The  data 
points and  the fit noted above may be seen in 
Figure 4; OB=O and  standard  deviation by B - K 
bin is given in Table 5 .  

The potential misclassification of more  evolved 
sources such as carbon  stars and variables (Mi- 
ras or otherwise) as normal giant and supergiant 
stars is a significant secondary consideration. For 
the dimmer sources  for  which little  data is avail- 
able, non-classification is perhaps the more ap- 
propriate  term.  What is reassuring with regards 
to  the issue of classification errors is the fact that 
the robust relationships between (&=o, V - K )  
and (8B=O, B - K )  is valid  for stars of lumi- 
nosity class I, 11, and 111. Our experience with 
the available data is that errors exist more  fre- 
quently in luminosity classifications rather  than 
in  typing by chemical abundance or variability. 
However, since the 8v=o and 8B=O relationships 
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TABLE 4 
APPARENT  ANGULAR SIZE  AS  A FUNCTION OF T/ - K COLOR 

Normal Giants  and  Supergiants 
~~ ~~ ~ 

Variables 

V - K  - Std.  Std. 
Center N Ov=o Dev. Fit N OV=O Dev. Fit Ratio 

- 

-0.5 
0.0 
0.5 
1.0 
1.5 
2.0 
2.5 
3.0 
3.5 
4.0 
4.5 
5.0 
5.5 
6.0 
6.5 
7.0 
7.5 
8.0 
8.5 
9.0 
9.5 
10.0 
10.5 
11.0 
11.5 
12.0 
12.5 
13.0 
13.5 
14.0 

1 
0 
0 
1 
2 
9 
17 
12 
20 
21 
15 
18 
15 
7 
5 
9 
6 
0 
1 
1 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 

3.4 

9.1 
11.6 
13.9 
16.7 
20.5 
27.2 
37.8 
47.0 
58.2 
80.3 
102.7 
122.9 
159.6 
197.0 

355.4 
431.0 

1.8 
1.7 
3.1 
3.1 
4.4 
4.4 
5.7 
5.9 
13.9 
13.3 
18.3 
23.5 
21.0 

3.7 0 
4.8 0 
6.2 0 
8.0 0 
10.3 0 
13.3 0 
17.2 0 
22.3 0 
28.7 0 
37.1 0 
47.9 0 
61.9 0 
79.9 4 
103.1  7 
133.1  9 
171.9 8 
221.9 14 
286.6  9 
370.0 4 
477.7  7 

3 
2 
4 
6 
2 
0 
2 
0 
0 
1 

105 
140 
181 
233 
270 
461 
605 
631 
841 
1286 
1456 
1795 
2146 

3033 

8323 

13 
25 
57 
60 
62 
184 
217 
245 
259 
511 
604 
465 
498 

965 

103 1.31 f 0.28 
132 1.37 f 0.30 
170 1.47 f 0.51 
220 1.46 f 0.43 
283  1.37 f 0.35 
365 
470  1.70 f 0.61 
605 1.46 f 0.57 
780 
1005 
1295 
1669 
2150 

3569 

7635 

NoTE."The  number of stars N ,  average  size 0 ~ ~ 0 ,  and  standard  deviation for  each  bin is 
given  for both  normal giant and  supergiant stars, and for variables,  inclusive of Miras, semi- 
regulars,  and  carbon  stars. The fits given are those discussed in 33.5; the  ratios given are  the 
average Ov=o size ratios for those V -  K bins where  values  exist  for both  giant/supergiant  stars 
and variables.  In  general, the variable stars have a OV=O size that is 1.44 f 0.15 larger than 
their 'normal' star counter parts for a given V - K color. 
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TABLE 5 
APPARENT  ANGULAR SIZE AS A FUNCTION OF B - K COLOR 

Normal Giants  and  Supergiants Variables 

B - K  Std.  Std. - 
Bin Center N 8B=O Dev. Fit N eB=O Dev. Fit Ratio 

- 

-0.5 
0.0 
0.5 
1.0 
1.5 
2.0 
2.5 
3.0 
3.5 
4.0 
4.5 
5.0 
5.5 
6.0 
6.5 
7.0 
7.5 
8.0 
8.5 
9.0 
9.5 
10.0 
10.5 
11.0 
11.5 
12.0 
12.5 
13.0 
13.5 
14.0 
14.5 
15.0 

1 
0 
0 
0 
1 
1 
1 
10 
13 
11 
6 
15 
14 
18 
12 
13 
6 
4 
7 
2 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 

3.2 

10.9 
13.6 
18.7 
21.4 
26.2 
34.5 
47.2 
51.9 
74.9 
89.5 
114.4 
151.5 
196.1 
248.4 
315.6 
344.2 

2.7 
4.2 
3.6 
8.2 
5.3 
11.5 
12.0 
19.3 
15.9 
21.3 
23.2 
21.8 
5.5 

3.5 
4.5 
5.8 
7.5 
9.7 
12.5 
16.1 
20.7 
26.7 
34.4 
44.3 
57.1 
73.6 
94.8 
122.1 
157.4 
202.8 
261.2 
336.6 
433.7 

0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
6 
3 
1 
5 
3 
1 
0 
2 
2 
0 
1 
0 
1 
1 
2 

304 
451 
520 
669 
1057 
1270 

2501 
2802 

3302 

5797 
9077 
12161 

75 352 1 .23 f0 .32  
84 447 1 .43 f0 .28  

569 
164 723 
273 919 

1169 

561 1889 
316 2402 

3883 

6276 
7979 

1755 10144 

NOTE.-The number of stars N ,  average  size 8B=O, and  standard deviation for each  bin is given 
for both  normal giant and  supergiant stars,  and for variables,  inclusive of Miras,  semi-regulars,  and 
carbon  stars. The fits given are  those discussed in $3.5; the ratios given are  the average size 
ratios for those B - K bins  where  values exist for both  giant/supergiant stars  and variables.  In 
general, the variable stars have a eB=O size that is 1.34 & 0.21 larger than  their ‘normal’ star counter 
parts for a given B - K color. 
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Fig. 4.- The OB=O apparent  angular size  ver- 
sus B - K color  for giant/supergiant stars  and 
evolved stars, which includes Mira variables, S 
stars, carbon stars,  and non-Mira variables. The 
upper line is the fit line for the evolved stars,  the 
lower line is the fit line for the giants and super- 
giants. 

are insensitive to errors  in luminosity class, this 
method is more robust than  the linear radius- 
distance  method,  particularly for those stars in 
the 2.0 < V - K < 6.0 and 3.0 < B - K < 7.5 
ranges, where few  if any stars of significant vari- 
ability exist. This relationship is also easier to 
employ than  the method of BBR fits. 

Evolved Sources: Variable Stars. By examin- 
ing the 2.2 pm angular sizes  for the 87 observa- 
tions of 65 semiregular variables, Mira variables 
and carbon stars (broadly classified here as 'vari- 
able stars') found in the  literature, we can es- 
tablish a relationship between V = 0 apparent 
angular size and V - K color: 

0.801&0.039+0.220&0.005X(V-K) ev=o = 10 ' (13) 

The 1, 2, and 30 relative errors associated with 
this fit are 21%, 38%, and 54%, respectively. The 
data points and  the fit noted above  may be seen 

13 

in Figure 3. Similarly, for B-K color, 19 evolved 
sources had available photometry for 29 angular 
size observations, resulting  in the following fit: 

eB=O = 10 0.878&0.065+0.209~0.006x(B-K) 
7 (14) 

with 1, 2, and 30 errors of 17%, 31% and 45%. 
For the variable stars,  the relationship appears 

valid  over a V - K ,  B - K ranges of 5.5 to 
13.0 and 9.0 to 16.0, respectively. Redward of 
V - K = 13, the sample is too small ( N  = 3) 
to confidently indicate whether or not the fit is 
valid, in spite of the goodness of fit  for the gen- 
eral sample. It is interesting to note that  the 
slope of the fits for the variable stars  and for the 
giant/supergiant stars is statistically identical for 
both V - K and B - K colors;  only the inter- 
cepts  are different. This corresponds to a 8v=o 
size factor of 1.4050.15 between the smaller nor- 
mal and  and  the larger variable stars for a given 
V - K color, and  a corresponding OB=O size factor 
of 1.34 f 0.21. 

Main Sequence Stars. By examining the ob- 
jects  in the Fracassini catalog (1988; specifically, 
many objects from Hanbury Brown  et al. 1974), 
there  appears to be similar relationships between 
the V - K & B - K colors, and Bv=o & eB=O an- 
gular sizes.  However, the sample set of stars with 
adequate  photometry is unfortunately  limited, 
and drawing broad conclusions from the sample 
is potentially  suspect.  In the narrow ranges of 
-0.5 < V - K  < +0.5 and -0.5 < B-K < +0.5, 
which are well sampled, the relationships be- 
tween the colors and  their  apparent angular sizes 
are 

ev=o = 10 

eB=O = 10 

0.503f0.027+0.328Jt0.166x(V-K) 
7 (15) 

. (16) 0.502f0.017+0.284~0.066~(B--K) 

The resulting 1,2, and 3 0 error  bars  are only 
l.6%, 3.2%, and 4.8% for V -  K ,  and 1.4%, 3.0%, 
and 4.6% for B-K.  The 8v=o versus V- K data 
for these objects are plotted  in Figure 5. Clearly, 
the relationship appears to not only  hold  for the 
B  and A type  objects in the -0.5 < V - K < 
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Fig. 5.- The Ov=o apparent  angular size  versus 
V - K color  for main sequence stars.  The circles 
and solid line are the  data points  and fit  for B, 
A, and G type  stars, respectively; the triangles 
and  dotted line are  the  data points and fit for K, 
M stars, respectively. 

+0.5 range, but also for the two G type  stars 
seen at V - K M 1.5. Unfortunately, due to  the 
limited sampling of the B, A, G type relationship, 
it is unclear how  well the relationship noted in 
the equation above holds in the 0.5 < V - K < 
1.5 range. For the cooler K and M type  stars, 
at V - K > 1.5, the relationship clearly shifts 
just  as with the normal giant/supergiants  and 
the variables, but towards a smaller, rather  than 
larger apparent  angular size. The intercept shifts 
from 0.503 to roughly 0.100, but  there  are again 
only a few (4) stars  to  support  this observation. 
Similar trends  are seen in the B - K data. 

3.6. Comparison of the Various Methods 

The methods examined in  this  paper for estab- 
lishing a calibration for an interferometer zero- 
point are summarized in Table 6.  For main se- 
quence stars, establishing a 8v=o or OB=O appar- 
ent angular size delivers the best  results (53.5), 

but has only been established over narrow ranges 
(-0.5 < V - K < +0.5 and -0.5 < B - K < 
+0.5) due  to limited sampling. For giant and 
supergiant  stars, the approaches of most general 
validity are  the angular sizes predicted by Ov=o 
or OB=O apparent  angular size (53.5), and angu- 
lar size by blackbody fit for F, G, K giants  and 
supergiants (53.4). 

4. Proximity Considerations 

A vital concern in the selection of calibration 
sources for  science targets is proximity - both 
spatial  and temporal. Variability of both  the  at- 
mosphere and  instrument response with point- 
ing and time can reduce or even eliminate the 
correlation between system performance for the 
calibration source and science target.  The mag- 
nitude  and  nature of these effects are dependent 
upon both  the particular interferometer, the gen- 
eral nature of the atmospheric performance at 
the site, and  the specific behavior of the atmo- 
sphere for a given  evening of observing. These 
concerns are unsurprising, given the parallels of 
photometry via the use of standard  stars.  Our 
experience with PTI indicates that  the best re- 
sults for typical observing nights occur with cal- 
ibration stars within M 15' and f l  hour from 
the science targets (Boden et al. 1998), and 
there is an improvement in calibration accuracy 
as the proximity is increased, most significantly 
with spatial proximity. Similar evidence exists 
for the IOTA interferometer, although  it is not as 
well quantified (Dyck et al. 1996a); nevertheless, 
the selection of calibration sources for  IOTA  em- 
ployed similar restrictions. For the Mark I11 in- 
terferometer, the proximity considerations were 
not as significant, although the users of that par- 
ticular  instrument clearly took care in  quanti- 
fying that particular aspect of the instrument 
(Mozurkewich et al. 1991). 

Obviously it is prudent to understand the re- 
sponse of one's instrument  with regards to these 
considerations. Specific investigation of the cor- 
relation of system response between point-like 
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TABLE 6 
COMPARISON OF THE VARIOUS ANGULAR SIZE PREDICTION METHODS 

Method l a  2 a   3 a  Notes 

Linear  Radius  by  Spectral  Type 
Main  Sequence  Stars 
Giant  Stars 

Linear  Radius  by V - K Color 
Giant  Stars 

Angular  Size  by BBR Fit 
Main  Sequence  Stars 
Giant,  Supergiant  Stars  (all) 
F & G  Giant,  Supergiant  Stars 
K Giant,  Supergiant  Stars 
M  Giant,  Supergiant  Stars 

V = 0 Angular  Size  by V - K Color 
Main  Sequence  Stars 
Giant,  Supergiant  Stars 
Variable  Stars 

B = 0 Angular  Size  by B - K Color 
Main  Sequence  Stars 
Giant,  Supergiant  Stars 
Variable  Stars 

25% 
22% 

22% 

13% 
18% 
8% 
10% 
21% 

1.6% 
10% 
21% 

1.4% 
9.4% 
17% 

42% 
37% 

36% 

35% 
35% 
16% 
17% 
45% 

3.2% 
17% 
38% 

3.0% 
16% 
31% 

60% 
52% 

51% 

57% 
52% 
23% 
25% 
69% 

4.8% 
25% 
54% 

4.6% 
22% 
45% 

Limited V - K range 

Limited B - K range 

 NOTE."^, 2, and 3a errors  given  above  are  percentage  errors  relative  to  the  value  predicted  by  each  method. 
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calibration sources in a variety of circumstances 
is necessary to give a measure of confidence to 
results from interferometric instruments,  partic- 
ularly the error  bars. Although the necessity of 
such quantification should be obvious, the use of 
merely anecdotal evidence in  this regard can lead 
researchers to erroneous conclusions. 

5. Conclusion 

Clearly the use of expected angular sizes to 
calibrate interferometric data is a task that must 
be embarked upon  with  great care. The use 
of measured sizes to rigorously quantify the ac- 
cepted methods of the  past,  and  to explore po- 
tential new techniques, is a possibility only now 
available to  the community with the large num- 
bers of angular sizes becoming available in the 
literature. The approach of establishing the ap- 
parent 8V=o and OB=O angular sizes appears to 
be a powerful tool to predict the angular sizes of 
main sequence and  giant/supergiant stars,  and 
to provide insight into the fundamental physical 
differences between giants/supergiants,  and more 
evolved variables. 

Part of the work described in  this  paper was 
performed at  the  Jet Propulsion Laboratory, Cal- 
ifornia Institute of Technology under contract 
with the National Aeronautics and Space Ad- 
ministration. I would  like to thank Andy Bo- 
den, Mark Colavita, Me1 Dyck,  Steve  Ridgway, 
and Bob Thompson for valuable feedback dur- 
ing the development of this manuscript. This 
research has made use of the SIMBAD,  VizieR, 
and AFOEV databases,  operated by the CDS, 
Strasbourg, France. In this research, we have 
used, and acknowledge with  thanks,  data from 
the AAVSO International  Database, based  on  ob- 
servations submitted  to  the AAVSO  by variable 
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