
Perspectives on Dependable Computing for 
Solar System Exploration 

Leon Alkalai 
Center for Advanced Avionics 

Jet Propulsion Laboratory 
California Institute of Technology 

2002 Pacific Rim International Symposium on Dependable Computing 

December 16-1 8,2002 
Tskuba International Congress Center, Japan 

(PRDC2002) 

1 1.. Alkalai, PRDC 2002. Japan 



Space Science Themes 
Astronomical Search for Origins 

Sun Earth Connection 

3 

Structure and Evolution of the Universe 



c Exploring our Solar System 

0 

0 

0 

Voyagers 1 & 2: 1977 
Galileo: 1989 
Ulysses: 90 
Cassini: 97 
Stardust: 99 
Genesis: 200 1 
Mars Exploration: 
- Mars Pathfinder: 96 
- Mars Global Surveyor: 96 
- Mars Odyssey: 2001 
- Mars Exploration Rovers: 2003 
- Future Mars Missions 
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Voyagers 1 & 2: 1977 - Present 

Designed to tour Outer Planets: 1977 - 1989. Primary goal achieved. 
25 years of continuous operation - now renamed Voyager Interstellar Mission 
Can operate until 2020 based on available power and attitude control propulsion 
With some loss of subsystem redundancy, operates with full science payload 
Spacecraft has extensive autonomous fault-detection and protection capabilities covering 

multitude of possible failures. Designed using radiation hard parts and extensive shielding. 
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Galileo 
*The spacecraft is now fully recovered from yesterday's anomaly in which the onboard fault protection routines 
detected a despun bus reset about 28 minutes before the closest approach to Io. Because this could be a potentially 
harmful event, the spacecraft put itself into a safe mode and canceled the science sequence. The flight team worked 
throughout the day and evening to re-establish nominal spacecraft operations and to acquire the final track of 
recorded data. Unfortunately, three tracks of data all planned for recording within hours of closest approach to Io 
were lost because of the spacecraft problem. At this time we think the problem resulted from the radiation 
environment near Jupiter. 

NASA's Galileo spacecraft is out of safing mode and has resumed normal flight operations, including playback of 
pictures and other science data gathered during the January 3 1 Europa flyby. Four hours after that flyby, Galileo 
entered safing mode--a built-in protection mode designed to turn off all non-essential spacecraft activities-- while the 
spacecraft was performing a sun acquisition turn. The turn was halted when onboard fault protection software 
determined that the turn was lasting longer than it should have. Normal operations of the spacecraft were restored 
Wednesday, February 10, and the playback of science data resumed Thursday morning, February I I .  All 
observations made by Galileo's instruments during the close approach to Europa on January 3 1 were successfully 
stored and are being transmitted to Earth. After Galileo entered safing mode, scientists were unable to make planned 
distant observations of Europa, Io and Jupiter. 

Only four hours before the flyby, while Galileo was being bombarded by strong radiation near Io, its onboard 
computers reset and placed the spacecraft into standby mode. Onboard fault protection software told the spacecraft 
cameras and science instruments to stop taking data and enter a safe state until further instructions were received 
from the ground. 
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Future In-Situ Exploration 

I L  

The future of solar 
involve aspects ( 

rstem exploration is going to increa 
'in-situ' exploration, advanced 'm( 

sing1 
ibilit 

and 'sample capture and return'. 

This in turn stresses the need for advanced systems 
miniaturization, on-board autonomous operations, and 

survivability in extreme environmental conditions. 
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Formation Flying - Distributed Science e 

A Set of Distributed Spacecraft Flying in Precision Formation to 
Enable Separated Aperture Interferometry Missions Achieving 
Unprecedented Astrometric and Imaging; Derformance. 

u u 1  
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c Survivable Systems for Extreme Environments 

Tit!$%% i tu - 180C 1.5 - 2.0 2- 10% Methane Clouds 

Europa Pathfinder Lander 

Exploration of Extreme Environments 
requires a comprehensive look at advanced 

thermal management techniques, high and low 
temperature electronics, radiation hard electronics, 

and advanced qualification methods. 

Barr P - 
-160 C 5 MRad % dosage during mission ‘pump-down’ and 

Neptune and Triton 
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c Dependable Computing in Previous 

Typical Dual-String Designs for Spacecraft 
Point-to-Point Architecture 

I Mass 
Memory Memory 

I I 

Science 
Instruments 

Science 
Instruments 

Bus-Based Architecture 

Flight Flight 
Computer Computer 

Bus Bus 

I 

I n te rface I nte rface 

1 Telecom I 

4 Power I 
Instruments 

1 Telecom I 
Attitude 

and GN&C - 1 Power I 

Instruments 
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c High-Performance Fault-Tolerant 
Bus Architecture Research at JPL 

Requirements for Distributed Processing, High Interface Bandwidth, and High 
Speed Fault Recovery Necessitate the Development of a High Speed Fault 
Tolerant Bus Architecture 

Commercial-Off-The-Shelf (COTS) Bus Standards Are Highly Desirable 
Because of Cost, Availability, and Performance Benefits. 

Two COTS Bus Standards Were Selected for the initial X2000 design: 

- the IEEE 1394 and 12C 

However, These COTS Buses Are Not Designed for the Highly Reliable 
Applications Such As Deep Space Missions. Therefore, the Focus of the 
Research is How to Achieve Highly Reliable Avionics Bus Architecture Using 
COTS Bus Standards 
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Multi-Layer Fault Tolerance Methodology 
for COTS-Based Bus Architecture 

*Header R Data CRC 
*Ack Packets w Error (;ode 
*A(,k Fdc;ket Parity 
*Response Packet Error Cork 
*TI m eo 11 t Con d it ion s 
*Port Endtk/Disat)le 
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Framework for the Design of Highly Survivable Avionics Systems using C I 
Design An a I ys is 

Fault propagation path 

Leakage = Q4 

Design Diversity 
(Layer 3) 

Enhanced Enhanced 
Fault - Fault 

Tolerance Tolerance 
(Layer 2) 

COTS ## 1 
Native Fault 
Tolerance 
(Layer 1) 

L. Alkalai, , 
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{Layer 1) 
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Enhance 
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Native Fault 
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Ieep-Space Applications," Computer, 

Leakage = Q3 

Leakage = Q, 

Leakage = Q, 

Fault Propagation Model 
of M u Iti- Layer Design 

'01. 3 1 ,  No. 4, IEEE Computer Society, , .pri 

S. Chau, L. Alkalai, and A. T. Tai, "The Analysis of Multi-Level Fault-Tolerance Methodology for Applying COTS in Mission-Critical 

3 .  

Systems," in Proceedings of the IEEE Worhhop on Application-Specific S o f t u ~ ~ r e  Engineering and fechno1og.v (ASSET'2000), Dallas, TX, 
March 2000. 
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c X2000 Fault Containment Regions 
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A Highly Reliable Distributed Network 
Architecture for Future Missions 

Support distributed computing 
Rich set of redundant interconnections 
Multi-layer fault tolerance design to ensure fault containment 

94 Bus 1 Backup Connections 

#1 

Bus 1 Branch 
.j I !  I f  'f L 

1 --I -- ! j 
a-r 1 r 

L. Alkalai, S. Chau, A.Tai, J.B. Burt, "The Design of a Fault-Tolerant COTS-Based Bus Architecture," I'roccdings of 1999 Pucific, Rim Intcmationul S\.mpo.siirm On 
Dcpwduhle Compicting (Prdc'YY), Hong Kong, China December 16-17, 1999. Also, IEEE Truns. Reliuhilitj,, Vol. 48, December 1999. pp. 351-359. 

A. Tal, S. Chau, L. Alkalai, "COTS-Based Fault Tolerance in Deep Space: Qualitative and Quantitative Analyses o f A  Bus Network Architecture" will appear i n  
proceedings of HASE 99: Foirr.th IEEE Internutionul S\q"iirm on High As.sitmnc,c. Lytwvn Engineering, Washington DC Metropolitan Area. November 17- 19, 1999. 
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Realization of Multi-Level 
Fault Protection Methodology c 
Cable IEEE 1394 h a s  a tree topology 

1394 Bus 1 Backup Connect ions 

System Level Redundancy with Diverse Topology 



X2OOQ Fault Protection Strategy 

1394 Bus 1 Backup Connections 

I- 

1394 Bus 1 Backup Connections 

I 
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Possibre ~ecovery lnifiafori 
*IEEE 13134 Root 
-IEEE 1394 IRM 1 
*IEEE 1394 RIK Manarpr ~ 

42C P r i m  Master 
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i 1394 Bus 1 Backup Connections 

#I #4 

1394 Bus 1 Backiip Connections 
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1394 511s 1 Backup Connections 

1394 Bus 1 5 a c k u p  Connect ions  



c 

#1 

1394 Bus 1 Backup Connections 

Bus 1 Branch r-" r i l l \  7 I o..tf 

Bus 1 Leaf 1 ' c I J  l t l i ! l  1 
1394 Bus 1 Backup Connections ''\) 

27 

Bus 1 Leaf 
f i l l < .  f f i O f > t  

I 
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c Guarded Software Upgrade 

Motivation: 
- Flight software for long life deep space missions have to be upgraded 

periodically to correct design bugs or due to change of mission phases 
- Unprotected software upgrades have previously caused 

severe and costly damage to space missions and critical 
app 1 i c a t i on s 

Objectives: 
- 

- 

Update flight software without System Reboot 
Fall back to previous version of the software if failures occur during 
the upgrade 

Approach: 
- Use the old version of the software to "guard" the new version during 

the transition 
Turn over the control to the new software only when the right level of 
confidence is reached 

- 

A. Tai, K. S. Tso, L. Alkalai, S. N.  Chau, and W. H. Sanders, "On low-cost error containment 
and recovery methods for guarded software upgrading," in Proceedings of the 20th International 
Conference on Distributed Computing Systems (ICDCS 2000), Taipei, Taiwan, April 2000, pp. 
548-555. 

A. T. Tai, K. S. Tso, L. Alkalai, S. Chau, and W. H. Sanders, "On the effectiveness of a 
message-driven confidence-driven protocol for guarded software upgrading," in Proceedings of 
the 4th IEEE International Computer Performance and Dependability Symposium (IPDS 2000), 
Schaumburg, IL, March 2000. 
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