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Abstract-This work discusses various techniques used in vi- 
sualizing sets of coregistered images for planetary lander or 
rover mission operations. Imagery from all available instru- 
mentation on board a planetary rover or lander is useful in 
science analysis of a remote landing site. We use a visu- 
alization technique called data fusion to expedite analyzing 
data from an instrument suite. Data fusion uses coregistra- 
tion information to overlay images from different instruments 
together. These overlay images are then presented to the sci- 
entist in both 2D and 3D visualization tools. Next, we intro- 
duce a technique for panorama visualization that is based on 
a spherical warp operation. This warping technique is opti- 
mized for computational efficiency in order that it is able to 
run dynamically and to support a 2D or 3D visualization tool. 
We then present some results of the implementation of these 
techniques for the 2003 MER Science Activity Planner soft- 
ware, using image data from the 2002 FIDO-MER field test. 
We conclude with a discussion of future directions for these 
visualization techniques. 
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1. INTRODUCTION 
The process of tactical science planning in the day-to-day op- 
erations of a major remote science mission is extremely de- 
manding. Each day new images and rover localization in- 
formation become available at different times throughout the 
day, due to the need for multiple data transmission paths as 
the lines-of-sight to each of the cooperating communication 
mechanisms appear and disappear. For example, in the up- 
coming 2003 MER mission, the rovers each have a direct to 
Earth (DTE) antenna for transmitting information while they 
are on a line of sight to Earth, and a UHF antenna for trans- 
mitting data via the Mars Odyssey orbiter when the rover is 
occluded from Earth by Mars. The limited available band- 
width and complicated communication paths create the need 
for a mission operations schedule that is largely reactive. The 
time available for making tactical science planning decisions 
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is therefore very limited, and quick assessment of rover local- 
ization and visualization of recently available data products is 
essential. Software tools that provide a science planning in- 
terface for mission operators must be very fast to be effective 
under these conditions. 

During the 2002 FIDO-MER field test, the pace was even 
more frantic than that of an actual mission since the remote 
operations were run at a compressed schedule where 2 sols of 
operations were planned and executed each day. This com- 
pressed schedule provided only 45 minutes at the most (and 
often less due to communication delays) to assess the oppor- 
tunities to conduct science based on the newly available im- 
ages and other telemetry before the participants had to devote 
their complete attention to generating a plan for the rover to 
execute. For operations under these kinds of serious time con- 
straints, high-performance visualization tools are essential to 
maximizing the science return of a mission. 

The following sections describe two advanced visualization 
techniques for visualizing the coregistered images that are 
captured in situ by a remote rover quickly and effectively. 
The first is data fusion, which allows the visualization of im- 
ages from different instruments or images taken from differ- 
ent points of view to be rendered as a overlaid projection. 
This allows the analyst to immediately see the qualitative 
coregistration of multiple images to help to assess the quality 
of these data products. The next visualization technique is a 
spherical panorama warp operation, which we show is ideally 
suited for displaying an image panorama that was captured 
by a camera on a padtilt mechanism such as a rover camera 
mast. We conclude with a brief summary and a discussion of 
future directions for this line of visualization research. 

2. COREGISTRATION VISUALIZATION 
Visualization of coregistered imagery (first presented in [ 13) 
is useful in conducting remote science. When multiple cam- 
eras with different reflectance filters take images of a given 
area, it is useful to see an image of that area that is com- 
prised of reflectance data from all of the instruments com- 
bined. When a given area is imaged from different points of 
view by a rover using the same instrument, it is useful to vi- 
sualize the coregistration of these images as a measure of the 
accuracy of rover localization. 

During the 2002 FIDO-MER field test [2], the accuracy of the 
3D information computed from the front hazard camera (Haz- 
cam) stereo images was called into question based on some 
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anomalous results from instrument arm activities that relied 
on that data. In order to diagnose the problem, scientist par- 
ticipants manually correlated pixels of areas imaged by both 
the mast-mounted navigation camera (Navcam) and the Haz- 
cam. This laborious process enabled them to better quantify 
the errors in the Hazcam range data. This took several days 
to accomplish, and furthermore the results were only valid for 
the rover configuration at that particular time. If the cameras 
or other mechanisms had exhibited the tendency to change 
over time (for instance, as the result of thermal variations in 
the optical bench, or an impact or other physical degradation 
that altered the effective kinematics of the mechanism), the 
results would need to be recomputed. Visualizing this coreg- 
istration automatically by projecting the 3D data from the 
Hazcam into the Navcam image makes this inter-instrument 
correlation procedure simple to accomplish as a mission pro- 
gresses, perhaps during every sol of operations if necessary. 

Data Fusion 

Our method of projecting the information from one image 
onto another image is called data fusion. This method will 
work for any two images where one image has a registered 
xyz map (such as those produced by means of stereo image 
correlation or laser range finder data) and the other image has 
an associated camera model that can relate xyz points in the 
world to 2D image coordinates. For our implementation of 
the method, we use camera models defined as CAHV [3], 
CAHVOR[4], or CAHVORE. These camera model specifi- 
cation are particularly well-suited for performing 3D to 2D 
and 2D to 3D projections easily. The general idea of the pro- 
cess is illustrated in Figure 1. Image A has a registered XYZ 
map, and the pixel at the tail of the yellow arrow emanating 
from A corresponds to the 3D point at the arrow head. This 
point projects through a camera model associated with Image 
B onto a pixel in B. For any pixel in image A the xyz value 
for that pixel is projected to a particular set of 2D image co- 
ordinates in image B. If the coordinates lay within the bound- 
ary of image B, the color of the pixel at those coordinates is 
then overlaid onto image A. We can produce a complete im- 
age overlay by iterating over every pixel in image A, building 
up an image of projected pixels from image B copied to the 
corresponding pixel positions in image A. 

Figure 2(c) shows an example of one image projected and 
overlaid onto another. The background image is a FIDO Nav- 
cam image and the center, bright region is an overlaid Pancam 
image. Although the images appear to be approximately over- 
laid in the correct positions, they are not overlaid perfectly. 
This is particularly evident by comparing the actual position 
of the bright feature that lies just above the upper right portion 
of the image overlay to the projection of that feature from the 
Pancam image. Since these images were taken from the same 
rover position, these errors could be due to a number of other 
factors, such as physical positioning of the camera padtilt 
mast, or the fidelity of the camera modeling and calibration. 
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Figure 1. Example of projection of a pixel from one image 
to another. Image A has a registered XYZ map, and the pixel 
at the tail of the yellow arrow emanating from A corresponds 
to the 3D point at the arrow head. The second arrow shows 
the projection of this point onto a pixel in Image B. 

3. IMAGE MOSAICS 
Viewing a collection of images as a mosaic or a panorama is 
a valuable tool for scientists conducting remote rover oper- 
ations. Viewing panoramas taken by a rover between major 
sites provides an effective localization mechanism. A mo- 
saic is useful both for strategic planning (such as determin- 
ing the safest general route to follow for a long drive) and 
tactical planning (prioritizing the best target areas for remote 
observations such as spectroscopy). Creating panoramas in- 
volves complicated camera modeling and image projection 
techniques, making it an expensive and time-consuming pro- 
cedure. The daily mission operation schedule for remote 
science demands planning tools that are maximally time- 
efficient, and so we have devised methods of computing mo- 
saic images dynamically that are highly optimized for speed 
while still producing high-quality images. 

For the Mars Pathfinder mission, the very popular cylindri- 
cally projected mosaic was produced from images taken from 
the lander. This panorama was projected cylindrically since 
the lander’s camera acquired images through 360 degrees of 
azimuth but a limited range of elevation. For the FIDO rover 
and the MER mission, the mast cameras are mounted on pan- 
tilt mechanisms that are capable of rotating through a full 



range of azimuth and elevation. Furthermore, in Athena sci- 
ence team for the MER mission, there has been a recent surge 
of interest in acquiring in-situ atmospheric imagery, for which 
a cylindrical projection is a not an adequate visualization. We 
therefore chose a spherical projection as our preferred method 
of mosaic construction. 

Figure 3 shows an example of a spherically projected 
panorama using data from the 2002 FIDO-MER field test. 

Warping algorithm 

We will now describe in detail our method for spherical pro- 
jection of a set of images taken by a camera on a pan-tilt 
mechanism. The sphere that the images are projected onto is 
centered at a point that is at the center of rotation of the pan- 
tilt mechanism. The radius of the sphere can be set almost 
arbitrarily, but a good rule of thumb is that the radius should 
be the height of the sphere center from the ground at a mini- 
mum. In practice, larger radii that differ from this distance by 
a factor of 10 or 100 had no noticeable effect on the resulting 
warped image. 

For each image, there must be an associated camera model. 
The minimum requirements of this model are that the 3D 
point that is the center of projection of the optical path of 
the camera is known, and is (or can be made) relative to the 
same coordinate frame as the position of the sphere center. 
Additionally, the camera model must relate each pixel posi- 
tion on the 2D image plane (i, j) with a 3D ray into the world 
into which this pixel projects. Given this ray, the intersection 
with the sphere is computed, and the resulting 3D intersection 
point (2, y, t) is converted to spherical coordinates (e, 4, p ) .  
If this intersection is computed for every pixel in every im- 
age, we can create a 2D raster where the horizontal axis is 0 
and the vertical axis is @. An example of the resulting image 
is shown in Figure 3. 

The procedure above for creating the mosaic is sufficient but 
can be made more efficient. Since the camera model for each 
image must be able to derive the 3D ray that projected onto 
any 2D image plane coordinates, we can also reverse the as- 
sociation and derive the 2D image position from any ray that 
intersects the image plane. Back projecting rays from the 
sphere onto the source images can result in a substantial time 
savings for several reasons. First, depending on the desired 
resolution of the warped image, adjacent pixels in a particu- 
lar source image may project onto the same area of the sphere, 
so by projecting from the sphere onto the images, the num- 
ber of intersections to compute is reduced from many to one. 
Also, since the individual images are purposefully taken such 
that adjacent images overlap in their field of view, these large 
areas of overlap result in redundant computations if the pro- 
jection from the image to the sphere is perform for every pixel 
in every image. 

(a 

Figure 2. Example of a FIDO Pancam image projected and 
overlaid onto a Navcam image. a) The Navcam background 
image. b) The Pancam foreground image. c) The Pancam 
nrniectd and nverlaid nntn the Navcam. 

Given that the method of projection from the sphere onto an 
image to create the mosaic is preferred, there is the problem 



Figure 3. Spherically projected mosaic of site 1 of the 2002 FIDO-MER field test. 

of deciding which image of the set of images to project onto in 
order to form each pixel. The brute force solution is to simply 
attempt to intersect each ray from the sphere with each of 
the images iteratively, until the 2D image plane intersection 
lies within the boundary of the image. In order to optimize 
this search, one could compute the view frustrum of the field 
of view of each image and iteratively test whether the ray 
is contained within the subtended volume. An even faster 
solution is this: First, precompute the (&, q5j) coordinates of 
the ray that is projected from the center pixel each source 
image. Iterate over each (Os, q5s) of the sphere to project the 
ray onto an image, each time selecting the image having the 
minimum distance from the point on the sphere to the point 
intersected by the image direction of projection on the sphere, 
or: 

Visualization of Mosaics 

Since a spherically-projected mosaic can sometimes warp the 
images in such a way that is not aesthetically pleasing, we 
have devised a visualization tool that is ideally suited to view- 
ing these images. The visualization is based on a 3D vi- 
sualization environment (for our implementation we chose 
Java3D). The viewpoint is placed at the center of a sphere 
and allows the user to rotate the viewpoint to any angle. The 
spherically projected mosaic is then texture mapped onto the 
interior of the sphere, creating a perspective projection image 
of whatever area of the sphere is currently visible (see Figure 
4). This method of visualization is as pleasing to use as it is 
fast, since it takes advantage of hardware-accelerated texture 
mapping support on commonly available graphics hardware. 

4. CONCLUSIONS 
Coregistration visualization tools provide a significant sav- 
ings in time and an effective means of qualitatively assessing 

the quality of coregistration. Future directions of this research 
will address methods for quantitative analysis of coregistra- 
tion errors. 

The spherically warped panorama is ideally suited for visu- 
alized imagery taken from cameras on a padtilt mechanism. 
For future missions, we expect that orbital data sets and in- 
situ imagery will need to be coregistered and visualized, so 
future work in this area of research will address combining 
projections of imagery from orbiters with projections of im- 
ages from in-situ rovers. 

The coregistration visualization techniques described here are 
being implemented as a part of the Web Interface for Tele- 
science (WITS) remote operations software for remote sci- 
ence field tests and missions. The goals of the WITS project 
are to provide a superior collaborative science planning tool 
for mission participants in both the scientific and engineer- 
ing areas while also making the mission process accessible to 
the public by creating a publicly-available version of the soft- 
ware for use on home computers or in schools. The WITS 
software that was used during the 2002 FIDO-MER field test 
is available on the WITS web site [5 ] .  
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Figure 4. Spherical projection of site 1 of the 2002 FIDO-MER field test as viewed in the 3D-accelerated spherical visualization tool. 
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